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Abstract

Nowadays Network-on-Chips is used instead of System-on-Chips for better performance. This paper presents a new algorithm to find a shorter path, and shows that genetic algorithm is a potential technique for solving routing problem for mesh topology in on-chip-network.
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1. Introduction

By rapid development of the industry of semiconductors, the number of implementation units has increased in System-on-Chips (SoCs). This growth has allowed us to perform parallel processing on a chip. Network-on-Chip (NoC) is introduced for large number of processors. Due to the lack of proper performance in interconnection bus in the SoCs in these years, implementation and addressing them is important for researchers.

Selecting the appropriate routing algorithms and selecting the proper connections will result in reducing power consumption and improving performance. An on-chip network simply consists of links and nodes. Each node consists of a process element and a router. The graph that consists of connected nodes in a network design specifies network’s topology. The nodes can be connected through the most available topologies such as mesh, Ring and Torus arbitrarily. Among them, due to simple structure and easy implementation, mesh topology is used more than the others [1, 7].

Fig.1 shows an on chip network, which core of the network is connected to a switch. The cores communicate with each other via sending data packets and thus multiple paths may exist.

Delivery time of a packet to the destination directly and largely is effective on the better performance of on-chip network. This also depends on the routing technique used in on-chip network. A routing technique selects a path for sending a packet to the destination. In general, a routing technique is divided into two parts of the selecting output and input. When a packet enters the switch from one input channel, to continue its path it may have several choices. In order to select an output among the existing output channels, one suitable output is selected for directing packets to the destination. The input-selection part determines that, among several input channels, which of inputs have priority access to the output channel [6].

Thus, routing is one of the important issues in on-chip networks that has important effect on the speed of the network performance and the power. A routing algorithm is effective on the buffer consumption, the number of steps that a packet takes to reach the goal, the number of links that clocks on the router, creating a deadlock and blocked packets, the power, delay and bandwidth and area required for network implementation. Therefore selecting an appropriate routing algorithm is very important in the network. In the deterministic algorithm between a specific source and destination one path is always selected.
But in fully adaptive algorithms between a specific source and destination, it can choose different paths and usually will increase the performance. Of course, it is more complex the logic of these algorithms and will cause power consumption increase. As the logic is simple routing algorithm; the implementation would be more appropriate and has less delay [4]. The main advantages of the deterministic algorithms is low latency when network traffic is low and in contrast to the main advantages of the adaptive algorithms has low latency when network traffic is high [6]. Popona et al. compared four fully adaptive algorithms with a partially adaptive algorithm and a XY deterministic algorithms using wormhole switching in the interconnection networks. This study shows that a partially adaptive algorithm (North-Last algorithm) has higher latency rather than XY deterministic algorithms. The North-Last algorithm can create unbalanced traffic in the network. The result of this study was that adaptive algorithms will not necessarily reduce the delay.

Vieira et al. in 2004 have examined several routing algorithms in order to perform comparison in the mesh topology. They evaluated west-first North-Last, Negative-First, XY algorithms, and this study shows that XY algorithms works in most different test cases faster than the others [4]. Nowadays, it seems appropriate to use methods based on computational intelligence and methods inspired from nature to solve complex problems. The natural algorithms’ advantages can be mentioned widely applying them in solving various problems, high flexibility and easy implementation. Although they can’t achieve a global optimum, but in most cases they give a proper approximate solution. Among these methods neural networks, genetic algorithms, Ant colony systems, Tabu search and SA algorithms can be referred to [5].

The rest of the paper is organized as follows: in section 2 the genetic algorithm background is described. Section 3 presents the proposed methods, and section 4 presents the simulation results. Finally in section 5 discussion and conclusion are given.

2. The Background

According to existing algorithms and their advantages and disadvantages, to find the optimal routing, we must select new algorithm so that the shortest path can be chosen between source and destination. One of the best ways is genetic algorithm that is an effective search method for large spaces. It leads to orientation toward finding the response in the shorter time and it is appropriate for solving NP-Complete problems (the class of problems that are not solved in the usual methods).

2.1. The history of genetic algorithm

Genetic algorithms came about according to Darwin’s theory of evolution. Then the theory of evolutionary computations was introduced by Richenberg in 1960. This theory was developed by other researchers and led to the emergence of genetic algorithms by Holland and his colleagues. J.Hu et al. offered a finite and Sub-algorithm for minimum consumption of energy in two dimensional mesh structure on the basis of XY routing. Because this method is limited and constrained, when the chip on Network is large it does not guarantee optimal solutions.

Lee and et al. proposed genetic algorithm for this purpose. Therefore, genetic algorithms are used in this field [3, 8].

2.2. Principles of genetic algorithm

These algorithms work with a series of code variables. Therefore their advantage is converting the continuance space to discrete space. One main difference with other traditional methods of optimization is that in GA we work with a population or a set of points at a certain moment, while in the old methods, we operated just for a certain point, meaning that many projects can be processed at one time by GA.

Also, it can give IP heat intelligent placement based on genetic algorithm. It has been shown that the exact IP placement can reduce the temperature of the hot spot and can give the design of the balanced heat. Another important point is that GA principles are based on random processes. The genetic algorithm is in a group of optimization methods based on imitation of evolutionary natural selection. Fig. 2 depicts the flow of genetic algorithm optimization so that the solution in the binary string is coded that is called chromosome. Instead of working with a single solution, the research was started by a random group of chromosomes called initial population. Each chromosome has a fitness
rating directly associated with the optimization objective function. This approach will lead to searches with very little time [8, 2].

Fig 2. The flowchart of genetic algorithms

Primarily, GA should be used for the three following concepts:
1- Define the objective function or the cost function
2- Definition and implementation of genetic space
3- Definition and implementation of GA operators.
If these components define properly, GA will perform well. Finally using many changes in the systems, performance increases.

Now, briefly, we describe each genetic algorithm step as follows:

1- Encoding

This is perhaps the most difficult step of solving problems with genetic algorithm.
This step is the concept that we must continue by offering a good representation for all possible solutions of the next steps, which is important because it depends on how we proceed to this step. In fact, in this step we may build the chains of chromosome or the same bit string for possible answers. Perhaps, we can simulate with a good algorithm for answers in a reasonably good time to take before. After putting together the structure of each possible answer, the initial population of these structures can be built.

2- Evaluation

This step plays also very important role in solving problems with genetic algorithm. In this step, we realized by introducing a criterion and size population. This criterion can be expressed by assigning a number to each possible answer with being better or not of each possible answer from initial population.

3- Cross over

In genetic algorithm to create a new generation or a set of new chromosomes from answers, we applied a series of changes on selected answers or chromosomes. These series of changes we call applying operators. Our operators in these changes are two operators, crossover and mutation. We see first how to perform the crossover operator. Crossover point on the candidate answers, is randomly selected on the chromosome string. Then the left or right of that area’s point is moved in the chromosome string.

4- Mutations

Mutation is also another operator that created another possible answer. This is how it functions so that it selects randomly a point on a selected chromosome and will change its form.

5- Decoding

In this step, after algorithm presented the best answer for problems, it is necessary to apply inverse encoding action on answers or the same decoding until we clearly have a real answer [8].

3. The proposed algorithm

The aim of this algorithm is routing and finding the shortest and lowest traffic path thus resulting in accessing more bandwidth and lower latency.

In this article in order to increase the speed of genetic algorithms compared with other genetic algorithms, a new method was proposed in the part of Initial population and Crossover operator following as below:

1. At initial population section at this method we directed the algorithm to the optimal paths, and we did not select Initial Population randomly. It means that at each step, each current node, lateral node selected from among four available options may be conducted in such a way that distance to targets will be short and make less traffic.

2. At crossover section we used a new method. In this method, two break points were determined randomly. As Fig. 3 the first part of the first parent in the offspring and the third part of the second parent is copied, and intermediate part is done on the basis of the proposed method in producing initial population.

Fig 3. The selected parents for producing the next new generation
3.1. Encoding

In genetic algorithm, there are various methods for coding that is determined depending on the nature of the problem. In this project, due to the essence of the problem and interdependence between the genes, we used permutation encoding in the encoding.

Each gene can have a positive integer, thus each chromosome represents a sequence of integers that is shown in Fig. 4. It represents a path in which initial node and final node are 8 and 4 respectively.

Fig.4. The permutation encoding used in this paper

3.2. Initial population

Genetic algorithm is an iterative process and each of repeating steps are called generation (population). Population size in each iteration has introduced the number of existing chromosomes. In each iteration genetic algorithm was started with a set of solutions represented by a set of chromosomes. This set is called Initial Population that is usually created randomly.

3.3. Objective function

In genetic algorithm for each chromosome, a fitness value is assigned that its suitability of each chromosome and ability to survive and chromosome producing determines an offspring. Here, we considered the objective function in such a way to minimize the distance (minimizing the number of intermediate nodes) and to minimize the traffic path found by each chromosome with this objective function. As the route of a chromosome has passed through less node and less traffic, there will be less coefficient of error (cost).

3.4. Selection

As mentioned before, genetic algorithm starts with initial population and after evaluating the fitness of each chromosome with its introduced objective function, some of the fittest of chromosomes as the parent population are selected to create the next generation of offspring. Here, chromosomes that have fewer errors are selected as the parents of the next generation.

3.5. Crossover

The most important operator in Genetic algorithm is the crossover operator. Crossover is a process in which the old generation chromosomes are combined together, with this purpose that new generation improves in comparison with the old generation. In other words, chromosomes that are considered in the selection step as a parent, in this section exchanged their genes and created new members—chromosomes obtained from the combination are called offspring that has genes from both parents.

Different methods have been introduced as the crossover operator usually not useable in such problem.

3.6. Reproduction of population

At each step of the genetic algorithm, after crossover and mutation the offspring with the best parents of the previous generation, will be replaced in new generation to be used in the next iterations as a new generation. This operation is called reproduction. Here, the parents of each iteration are transmitted directly to the next generation and others are created from combination of parents.

4. Simulation results

The evaluations of the Algorithms are presented in this section. Simulations have been done with MATLAB software version 2010. Simulations have been done on 4 × 4, 8 × 8 and 16 × 16 two-dimensional mesh. It should be mentioned that the delay parameter is considered as the required time to find a shorter and low traffic path that each packet goes through each desired source node to each desired destination node. Fig. 5 illustrates the best routing (2nd row at Table 1) that packet negotiates from each desired source node (1, 2) to each desired destination node (3, 3). Here the far node is considered. Each desired node also can be selected.

Table 1

<table>
<thead>
<tr>
<th>mesh 4×4</th>
<th>traffic</th>
<th>bandwidth</th>
<th>latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.765</td>
<td>2.237</td>
<td>4.931</td>
</tr>
<tr>
<td>2</td>
<td>1.056</td>
<td>2.827</td>
<td>3.703</td>
</tr>
<tr>
<td>3</td>
<td>1.803</td>
<td>2.749</td>
<td>4.044</td>
</tr>
<tr>
<td>4</td>
<td>1.763</td>
<td>2.702</td>
<td>4.634</td>
</tr>
<tr>
<td>5</td>
<td>1.541</td>
<td>1.855</td>
<td>4.373</td>
</tr>
<tr>
<td>6</td>
<td>1.025</td>
<td>1.305</td>
<td>4.696</td>
</tr>
<tr>
<td>7</td>
<td>1.747</td>
<td>1.938</td>
<td>4.856</td>
</tr>
<tr>
<td>8</td>
<td>1.497</td>
<td>2.452</td>
<td>3.812</td>
</tr>
<tr>
<td>9</td>
<td>1.263</td>
<td>1.833</td>
<td>4.371</td>
</tr>
<tr>
<td>10</td>
<td>1.058</td>
<td>2.307</td>
<td>4.539</td>
</tr>
</tbody>
</table>

Fig. 6 illustrates the best routing (8th row at Table 2) that packet negotiates from each desired source node (1, 2) to each desired destination node (7, 7). Here again the far node is considered.
Fig. 5. The best routing between desired nodes

Table 2
10 of the best results obtained by proposed genetic algorithm in various iterations for mesh 8× 8

<table>
<thead>
<tr>
<th>mesh 8× 8</th>
<th>traffic</th>
<th>bandwidth</th>
<th>latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.4540</td>
<td>5.0728</td>
<td>8.4552</td>
</tr>
<tr>
<td>2</td>
<td>3.9888</td>
<td>3.8331</td>
<td>8.8277</td>
</tr>
<tr>
<td>3</td>
<td>4.5534</td>
<td>4.2118</td>
<td>9.9023</td>
</tr>
<tr>
<td>4</td>
<td>3.9101</td>
<td>3.9216</td>
<td>9.1772</td>
</tr>
<tr>
<td>5</td>
<td>4.7850</td>
<td>4.0766</td>
<td>9.6531</td>
</tr>
<tr>
<td>6</td>
<td>5.2097</td>
<td>5.9461</td>
<td>8.6111</td>
</tr>
<tr>
<td>7</td>
<td>4.5337</td>
<td>6.9408</td>
<td>8.9561</td>
</tr>
<tr>
<td>8</td>
<td>4.8556</td>
<td>7.0184</td>
<td>8.4022</td>
</tr>
<tr>
<td>9</td>
<td>4.5126</td>
<td>6.3082</td>
<td>8.5396</td>
</tr>
<tr>
<td>10</td>
<td>5.0831</td>
<td>4.7642</td>
<td>8.9430</td>
</tr>
</tbody>
</table>

Fig. 6. The best routing for mesh 8× 8

Fig. 7 illustrates the best routing (1st row at Table 3) that packet negotiates from each desired source node (1, 2) to each desired destination node (15, 15). Fig. 8 compares the delay of 10 repetitions.

Table 3.
10 of the best results obtained by proposed genetic algorithm in various iterations for mesh 16× 16

<table>
<thead>
<tr>
<th>mesh 16× 16</th>
<th>traffic</th>
<th>bandwidth</th>
<th>latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14.2641</td>
<td>16.7245</td>
<td>10.9122</td>
</tr>
<tr>
<td>2</td>
<td>13.9414</td>
<td>12.4393</td>
<td>11.1738</td>
</tr>
<tr>
<td>3</td>
<td>18.0164</td>
<td>16.1217</td>
<td>10.7814</td>
</tr>
<tr>
<td>4</td>
<td>18.2715</td>
<td>18.2939</td>
<td>11.0166</td>
</tr>
<tr>
<td>5</td>
<td>13.0777</td>
<td>16.8796</td>
<td>11.6154</td>
</tr>
<tr>
<td>6</td>
<td>15.0939</td>
<td>14.0755</td>
<td>11.1023</td>
</tr>
<tr>
<td>7</td>
<td>13.1607</td>
<td>13.4185</td>
<td>11.1933</td>
</tr>
<tr>
<td>8</td>
<td>18.3610</td>
<td>18.2200</td>
<td>10.8652</td>
</tr>
<tr>
<td>9</td>
<td>13.9120</td>
<td>16.9231</td>
<td>11.1357</td>
</tr>
<tr>
<td>10</td>
<td>15.1754</td>
<td>15.6052</td>
<td>11.2832</td>
</tr>
</tbody>
</table>

Fig. 7. The best routing for mesh 16× 16

Fig. 8. Comparing the delay of 10 repetitions

Fig. 9 depicts the best results for each of the three previous cases. As can be seen, the larger the size of the mesh is, the better the genetic algorithm works. Among the less traffic, shorter path, less delay and bandwidth trade-off has been done. It is for this reason that the genetic algorithm gives better results in large search spaces.

As can be seen, the larger the size of the mesh is, the better the genetic algorithm works. Among the less traffic, shorter path, less delay and bandwidth trade-off has been done. It is for this reason that the genetic algorithm gives better results in large search spaces.
Fig. 9. The best result of the cases

Fig. 10 shows the best results of consuming power obtained by proposed genetic algorithm in various iterations. From Fig. 10 it is obvious that mesh with large size consumes more power than mesh with small size. But whether the path is shorter or not, the power will reduce, and GA can find the shortest path.

5. Conclusion

In this paper, a method for routing on NoC is presented. The proposed algorithm at each step of routing is getting to target minimally. This algorithm would act better than other algorithms indifferent traffic conditions because this is customizable, problem independent and has a global search. By using this new genetic algorithm, the shortest and lowest traffic path through each desired source and destination node have been specified in mesh topology. Therefore shorter path leads to minimum hop, delay, energy and maximum bandwidth. The performance of this algorithm is dependent on encoding and crossover. In network on chip optimized routing largely affects its performance. In proposed algorithm decision is based on the lowest traffic path. Packets move through the shortest path to the destination node. As the results of the simulations, the larger the size of the mesh is, the better the genetic algorithm works; as a matter of fact, the proposed algorithm would act better in large size of the mesh.
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