Comparability of Computer-based and Paper-based Versions of Writing Section of PET in Iranian EFL Context

Mohammad Mohammadi1
Masoud Barzgaran
Urmia University

Computer technology has provided language testing experts with opportunity to develop computerized versions of traditional paper-based language tests. New generations of TOEFL and Cambridge IELTS, BULATS, KET, PET are good examples of computer-based language tests. Since this new method of testing introduces new factors into the realm of language assessment (e.g., modes of test delivery, familiarity with computer, etc.), the question may be whether the two modes of computer- and paper-based tests comparably measure the same construct, and hence, the scores obtained from the two modes can be used interchangeably. Accordingly, the present study aimed to investigate the comparability of the paper- and computer-based versions of a writing test. The data for this study were collected from administering the writing section of a Cambridge Preliminary English Test (PET) to eighty Iranian intermediate EFL learners through the two modes of computer- and paper-based testing. Besides, a computer familiarity questionnaire was used to divide participants into two groups with high and low computer familiarity. The results of the independent samples t-test revealed that there was no statistically significant difference between the learners' computer- and paper-based writing scores. The results of the paired samples t-test showed no statistically significant difference between high- and low-computer-familiar groups on computer-based writing. The researchers concluded that the two modes comparably measured the same construct.
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The implementation of computer technology for language assessment dates back to the 1960s when computers were used for analysing test data or storing a large number of test items as test banks (Chapelle & Douglas, 2006). More recently, with the proliferation of personal computers, developing, modifying, and even administering language tests have become more practical. Yet, some advantages like immediate scoring and reporting of results, opportunity to include innovative item formats, and reduced costs of test production, administration, and scoring, add more and more to the popularity of the computer-based tests (CBTs) over the traditional paper-based tests (PBTs) (Wang & Shin, 2009).

Essay writing parts of standardized tests, however, show little flexibility with the process of computerizing traditional paper-based tests, at least in terms of scoring. That is, with current technology, still human raters are needed to score word-processed essays. More importantly, computer-based mode of test delivery and test taking is likely to impose considerations regarding the writing performance of test takers per se and accordingly the validity of such tests.

The present study aims to deal with the comparability issues related to computer- and paper-based writing assessment based on the following considerations that the researcher has traced in this review of the related literature.

Firstly, since comparability of CBTs and PBTs is a multifarious issue, numerous factors and variations must be taken into account in studying the comparability of a computer-based test and its traditional paper-based counterpart. These variations include content areas, participants’ familiarity with computer, data collection design, and item format (Wang & Shin, 2009). During the last two decades, numerous studies have been conducted on the comparability of computer-based language tests (CBLTs) and paper-based language tests (PBLTs). However, most of these studies were conducted in the 1980s and early 1990s, when the
current word processors were not present or in large-scale use. In addition, the students who participated in these early studies were generally less familiar with computer technology compared to students today (Goldberg, Russell, & Cook, 2003). Nevertheless, it seems that students' skills related to typing and working with word processors progress at a fast pace compared with their other computer-related expertise. This is, however, a disputable issue regarding the learners of English as a Foreign Language whose mother tongue has a different orthographical system from English.

Secondly, multiple-choice tests seem to be the general interest of the so far conducted research. Hence, little attention has been paid to open-ended tests such as writing assessment. Open-ended test tasks appear to be more prone to the impact of computer than other types. For example, when a multiple-choice grammar test is adapted to a computer-based version, there is only a shift from marking or circling a word on the paper to clicking or checking in a box on computer. However, in the case of open-ended tests and particularly essay writing, the whole story changes and new considerations emerge by shifting the medium of test taking from paper to computer. The very process of writing, written products, and even the scoring process of this test task are prone to the impact of computer and scant attention to these considerations are very much likely to lead to various problems on the way of validating standardized tests.

Issues pertinent to construct validity are of utmost importance in validating a standardized language test. Therefore, it is mandatory to ensure that the computerized and the conventional paper-based versions of a standardized language test equivalently measure the same construct (Chapelle & Douglas, 2006). More specifically as is the interest of the present study, deciding on the comparability of CBLTs and PBLTs in measuring writing ability of language learners demands more empirical research than those conducted so far.

To date, several studies conducted on this issue have come up ironically with rather inconsistent conclusions (Choi, Kim & Boo, 2003). To overcome this inconsistency in the findings of relevant studies, two resolutions have been recommended by the
researchers of language assessment. (Chapelle & Douglas, 2006) Primarily, holistic comparability studies need to be narrowed down to item-level studies. Moreover, numerous up-to-date research studies that can be conducted in various local settings and ESL/EFL contexts are likely to be helpful in alleviating the existing discrepancy. These considerations underscore the significance of the present study as it puts an emphasis on the item-level comparability study and focuses on only one construct (writing ability) in a new EFL context (Iranian EFL context).

To investigate the comparability of the written products of intermediate EFL learners across the two modes of computer- and paper-based testing of writing the following questions are proposed:

Q1: Is there a significant difference between the writing scores of Iranian EFL learners’ essays across computer- and paper-based writing tests?

Q2: Is there a significant difference between the writing scores of learners with high computer familiarity and low computer familiarity on computer-based writing test?

Literature Review

Researchers over the past 20 years, through a number of cumulative researches, have introduced some areas of concern in the validation of computer-based language tests (CBLT). Chapelle and Douglas (2006) identified six potential threats to the validity of CBLT as a synthesis of the concerns expressed by various researchers. These potential threats are:

- different test performance
- new task types
- limitations due to adaptive item selection
- inaccurate automatic response scoring
- compromised security, and
- negative consequences. (p. 42)

One of the most common concerns about the validity of computer-based language tests is that there is a probability that test takers perform differently on CBLTs simply as a result of change
in the mode of test delivery. This means that a given CBLT may reflect ability or abilities different from those measured by a corresponding paper-based version. Obviously, as Chapelle and Douglas state, “it is a threat only to the extent that score users intend the two scores to be equivalent” (p. 42). As most of current large-scale standardized language tests are administered concurrently in both computer- and paper-based modes, offering examinees the opportunity to choose either of the modes, the two sets of scores obtained from the two modes need to be equivalent such that the users of these scores infer that they are indicators of the same abilities, and that the test is valid and enjoys an adequate degree of the characteristics of validity.

Chapelle and Douglas (2006) suggest that the threat of different test performance can be dealt with through: (1) interpretation of computer-method effect, and (2) test comparison study, in which the performance of test takers are compared on two tests which are the same except for the mode of test delivery, i.e., one form of the test is delivered as a computer-based test and the other as a paper-based one. The present study, thus, falls in the category of comparison studies which investigates whether there is a meaningful difference between the performances of L2 learners across the two modes of a language test. However, the study is specifically concentrated on the writing ability to find out if a computer-based writing assessment measures the same ability as that measured by a conventional paper-and-pencil test.

Presumably, one may probably ask, ‘How can a comparability study address issues related to construct validity?’ Construct validation uses theory or logic to develop hypotheses about the correctness in measuring the construct it claims to measure. However, in the case of comparability studies, as Lottridge, Nicewander, Schulz, & Mitzel (2008) point out, the construct validation paradigm is simplified to some extent because in a comparability study the nature of the construct being measured by two tests (or two testing modes) does not have to be identified. Rather, the researcher seeks to find out whether the constructs assessed by the two tests are the same.
So far, a number of research studies have been dedicated to the comparability issues of CBLTs and PBLTs without being unanimously conclusive about the comparability between them. Mazzeo and Harvey (1988 cited in Wang & Shin, 2009) provided one of the earliest reviews of the research on this topic and included around 30 comparability studies. Revealing mixed evidence regarding the comparability of CBLTs and PBLTs, their review came up with the conclusion that the test mode seemingly had no effect on power tests, but a considerable effect on speed tests. Their review also indicated that CBLTs tended to be more difficult than the PBLT versions. Kim (1999) performing a meta-analysis of ability measure tests found CBLTs and PBLTs as having comparable average scores (Wang & Shin, 2009). In a similar study, Kingston (2009 cited in Wang & Shin, 2009), synthesizing 81 comparability studies in K-12 multiple-choice tests which had been conducted between 1997 and 2007 found that the estimated effect size across all the studies was small. Most of the researches, however, provide ambiguous or conflicting findings mainly because of idiosyncratic differences in many variables, including previous exposure to computers, attitudes toward computers, intelligence and educational background (Mazzeo & Harvey, 1988; Mead & Drasgow, 1993; Schaeffer et al., 1993; Russel & Haney, 1997; Vispoel et al., 1997; 2001 all cited in Choi, Kim & Boo, 2003).

The literature relevant to the exclusive comparison of computer and paper-based essay writing performance is mixed in a manner similar to that of the general research on the comparability of CBLTs and PBLTs. While some studies have reported higher performance on essays written on computer in comparison to handwritten essays (Russel & Plati, 2001; Russel & Haney 1997 cited in Way, Davis & Strain-Seymour, 2008), some other studies (Way & Fitzpatrick, 2006; Bridgman & Cooper, 1998 cited in Way et al., 2008) have come up with contrary findings suggesting a lower performance for computer-based essays compared with handwritten ones. A number of studies, on the other hand, have found no significant difference between compositions across the two modes. Collier and Werier (1995 cited in Lee, 2004) found that
although habitual computer writers were discomforted with paper writing, their performance on paper and computer-based composition was similar. Similarly, Young-Ju Lee (2005), studying six Korean ESL students’ writing performance tried to find if there was a plausible difference in composing processes when they write timed-essay tests on paper and on computer. Although the number of subjects was too small to draw a generalization, the results of the study suggested that the difference between the essay scores across the modes was not significant.

The considerations pointed out above provided the researchers of this study with substantiated rationale for concentrating on writing assessment through computer. The present study was carried out as a quasi-experimental comparison study to explore possible differences that might exist between Iranian EFL learners' writing performance across the two modes of computer- and paper-based writing assessment.

Method

Participants

The participants of this study were selected from among the learners of a private language institute (Shokooh Language Institute) in Salmas, West Azerbaijan. The total number of learners who were assigned by the institute to intermediate level was 103. At the beginning of the study, the group of 103 intermediate learners was divided through a survey into two groups of learners with high and low computer familiarity. Later, the learners' homogeneity in terms of language proficiency was confirmed with the aid of a paper-and-pencil test and ultimately 80 students (N=80) were selected from the two computer familiarity groups as the sample of the study. The age of the learners ranged from 15 to 20, and the mother tongue of most of them was Turkish.

Instruments

Cambridge Preliminary English Test (PET) and a standardized questionnaire of computer familiarity designed and
validated by the Organization for Economic Co-operation and Development, Program for International Student Assessment (OECD PISA) served as the two instruments of the present study. The questionnaire of computer familiarity was used prior to the data collection phase in order to determine the level of the learners’ computer familiarity. As for the PET test, the listening, reading and writing sections of the paper-based version and only the writing component of the computer-based version were used in this experiment. The listening and reading parts of the paper-based PET that comprised items pertinent to structure, vocabulary, and reading comprehension yielded the required information to decide on the homogeneity of the learners. In the data collection phase of the experiment, however, only the writing subsections of both paper- and computer-based PET were used.

**Design**

A repeated-measures design was employed in the experiment since two measures of the learners' writing ability had to be compared with each other. The participants' writings, both on computer and paper, were measured through two separate tests with comparable, though slightly different, prompts. Slightly altered prompts were used to eliminate the possibility of practice effect, which, as a threat to test reliability, enables test takers to take advantage of their previous test taking experiences. However, the prompts had been chosen as comparable as possible so that they elicit similar schema or background knowledge on the part of learners, and that their difference would not affect the results of the study.

At the phase of writing assessment, the participants were randomly assigned to two groups of A and B. Each group comprised equal number of high and low computer-familiar learners (20 of each). Group A wrote on prompt 1 in the computer mode first and prompt 2 in the paper-and-pencil mode. In contrast, group B wrote on prompt 1 in the paper-and-pencil mode first and prompt 2 in the computer mode. This counterbalanced design was implemented to neutralize the sequence effect of the two tests and
the interaction of the prompts across the modes. Table 1 illustrates the design of this study in summary:

Table 1.
The Order of Test Taking Across the Two Modes

<table>
<thead>
<tr>
<th>Group</th>
<th>prompt 1</th>
<th>prompt 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Computer</td>
<td>paper-and-pencil</td>
</tr>
<tr>
<td>B</td>
<td>paper-and-pencil</td>
<td>Computer</td>
</tr>
</tbody>
</table>

As for scoring, two raters scored the essays independently in order to increase the reliability of the test scores. The correlation of the scores obtained from the two raters was analyzed to determine the inter-rater reliability. Each essay was independently rated by the two raters based on the holistic grading benchmarks developed by ESOL examinations department of Cambridge University for scoring the writing section of PET.

Results

Results of Proficiency Pre-test

The participant’s proficiency test scores were grouped according to the computer familiarity group that they belonged to. Owing to the fact that an independent-samples t-test is sensitive to outlier scores, all the outlier scores from the two groups were identified with the aid of the SPSS software and excluded from the sample. The two sets of scores were subjected to an independent-samples t-test, the results of which are shown in Tables 2 and 3. With a glance at Table 2, one can infer that the scores of the two groups of high computer familiarity with the mean value of 45.15 (SD = 4.42, N= 52) and low computer familiarity with the mean value of 44.9 (SD = 3.83, N=44) are close to each other.
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Table 2.
High- and Low-computer-familiar Groups’ Mean Scores on the Proficiency Pre-test

<table>
<thead>
<tr>
<th>Group</th>
<th>N</th>
<th>Mean</th>
<th>Std. Deviation</th>
<th>Std. Error Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>High familiarity proficiency score</td>
<td>52</td>
<td>45.1538</td>
<td>4.42535</td>
<td>.61369</td>
</tr>
<tr>
<td>Low familiarity</td>
<td>44</td>
<td>44.9091</td>
<td>3.83871</td>
<td>.57871</td>
</tr>
</tbody>
</table>

Table 3.
Independent Samples T-Test Verifying the Homogeneity of the Participants in Terms of Language Proficiency

<table>
<thead>
<tr>
<th>Levene’s Test for Equality of Variances</th>
<th>t-test for Equality of Means</th>
<th>95% Confidence Interval of the Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F</td>
<td>Sig.</td>
</tr>
<tr>
<td>----------------------------------------</td>
<td>----</td>
<td>------</td>
</tr>
<tr>
<td>Equal variances assumed</td>
<td>.799</td>
<td>.374</td>
</tr>
<tr>
<td>Equal variances not assumed</td>
<td>.290</td>
<td>93.934</td>
</tr>
</tbody>
</table>

However, the data in Table 3 provide a more precise evidence of the homogeneity of the two groups. From one hand, the results of Levene’s test show that the variances related to the scores of the two groups are equal because the p-value of the variances is greater than α = 0.05 (p-value = 0.374 > 0.05 = α). On the other hand, the p-value related to the equality of means is greater than α = 0.05, which indicates that the difference between the means of the two groups is not statistically significant (two-
tailed p-value = 0.775 > 0.05 = α), and hence the two groups of the participants with high and low computer familiarity are homogeneous in terms of language proficiency.

From each of the two groups of computer familiarity equal numbers of 40 participants were randomly selected to compose the final experimental sample (N = 80) whose writing scores on the two mediums of computer and paper were analyzed to test the hypotheses proposed by the researchers.

**Inter-rater Reliability**

All the participants’ essays, written on computer and paper, were scored twice by two raters in order to determine the reliability of the scores. The relationship between the scores given by the two raters to computer- and paper-based essays was investigated using Pearson product-moment correlation coefficient (Tables 4 and 5).

**Table 4.**

*Correlation Between the Scores of Computer-based Essays Given by the Two Raters*

<table>
<thead>
<tr>
<th>rater 1 CBTwriting</th>
<th>rater 2 CBTwriting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pearson Correlation</td>
<td>.897**</td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td>.000</td>
</tr>
<tr>
<td>N</td>
<td>80</td>
</tr>
<tr>
<td>N</td>
<td>80</td>
</tr>
</tbody>
</table>

**. Correlation is significant at the 0.01 level (2-tailed).**

Table 4, (r = +0.89, n = 80, p = .000 < 0.01) verifies a strong correlation between the scores of the raters in computer format. This helps to ensure the reliability estimates of the scores of both raters in scoring computer-based essays.
As for the scores of the paper-based essays, the results of Pearson product-moment correlation coefficient revealed that there was also a strong positive correlation ($r = +0.85$, $n = 80$, $p = .000 < .01$) between the scores of the two raters in the paper format.

Table 5.
**Correlation Between Scores of Paper-based Essays Given by the Two Raters**

<table>
<thead>
<tr>
<th></th>
<th>rater 1 PBTwriting</th>
<th>rater 2 PBTwriting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pearson Correlation</td>
<td>1</td>
<td>.859**</td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td>.000</td>
<td>.000</td>
</tr>
<tr>
<td>N</td>
<td>80</td>
<td>80</td>
</tr>
</tbody>
</table>

**. Correlation is significant at the 0.01 level (2-tailed).

After averaging the scores of the two raters in each mode, a single score was given to the writing performance of every participant in either of the formats. The rest of the analysis including testing the research hypotheses was carried out based on these averaged scores. However, since t-test procedure of data analysis had to be employed, the data primarily needed to be normally distributed in order to meet the assumptions of parametric statistics. Accordingly, a one-sample Kolmogorov-Smirnov test and the histogram of the distribution of the scores of each mode were used to investigate the normality of the scores.

The $p$-value of the Kolmogorov-Smirnov test for all computer-based writing scores was greater than 0.05, which meant that the test distribution is normal (Asymp. Sig. (2-tailed) = p-value = .206 > .05 = $\alpha$). Similarly, the results of the Kolmogorov-
Smirnov test for all paper-based writing scores verified the normality of the distribution of these. The *p*-value of the Kolmogorov-Smirnov test was greater than the alpha level (Asymp. Sig. (2-tailed) = *p*-value = 0.40 > .05 = α), which denoted the normality of the paper-based writing scores.

**Results of analysis for Research Question 1**

Based on the first research question, regardless of the level of computer familiarity, each participant’s writing score on computer was compared with his/her score on paper in order to investigate if their writing quality changed across the two modes. In other words, it was investigated that whether the mode of test delivery as an independent variable could act as a source of difference in the participants’ writing scores. For this purpose, a paired-samples t-test was used since two measures of each participant’s writing ability had to be compared with each other.

The results of the paired-samples t-test have been illustrated in Tables 6 and 7. As Table 6 shows, the mean value of the computer-based scores with N = 80 and SD = 2.20 is 11.325, while the mean value of the paper-based scores with N = 80 and SD = 2.185 is 11.343. Although the approximation of the two mean values is perceivable at first sight, Table 7 provides more precise information.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Std. Deviation</th>
<th>Std. Error Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pair 1</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>total computer scores</td>
<td>11.3250</td>
<td>2.20342</td>
<td>.24635</td>
</tr>
<tr>
<td>total paper scores</td>
<td>11.3438</td>
<td>2.18539</td>
<td>.24433</td>
</tr>
</tbody>
</table>
Table 7
*Paired Samples Test Comparing the Two Sets of Computer- and Paper-based Scores*

<table>
<thead>
<tr>
<th>Paired Differences</th>
<th>Mean</th>
<th>Std. Deviation</th>
<th>Std. Error Mean</th>
<th>95% Confidence Interval of the Difference</th>
<th>t</th>
<th>df</th>
<th>Sig. (2-tailed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pair 1: total computer scores - total paper scores</td>
<td>-.01875</td>
<td>.86216</td>
<td>.09639</td>
<td>-.21061 .17311</td>
<td>-.195</td>
<td>79</td>
<td>.846</td>
</tr>
</tbody>
</table>

Since the alpha level has been set on 0.05 and the *p*-value of the test is greater than \( \alpha \) (two-tailed p-value = .084 > .05 = \( \alpha \)), it is concluded that the difference between the two sets of scores is not statistically significant. Furthermore, the fact that the confidence interval of the difference (lower = -.2106, upper = .1731) includes zero, and that the absolute value of \( t \) is less than 2, substantiates the researchers’ deduction.

Therefore, based on the results of the paired-samples t-test, it was verified that the mode of test delivery did not result in significant difference between the language learners’ writing quality on both modes of computer- and paper-based writing assessment.

According to Lottridge et al. (2008), if the two modes are comparable in terms of overall scoring of a sample, it can be reasonably assumed that the constructs measured by the two modes are the same. The analyses conducted for the first research questions revealed that the two modes are comparable in terms of overall scoring of the sample, which provides tenable evidence to conclude that the constructs measured by the two modes are the same. However, to add more credence to this assumption, the researchers investigated the go-togetherness of the participants’ writing ability measures obtained from the two modes by using
Pearson product-moment correlation coefficient. Table 8 illustrates the result of the correlation analysis.

Table 8.

**Pearson Product-moment Correlation Between the Scores of Writing on Paper and Computer**

<table>
<thead>
<tr>
<th></th>
<th>total computer scores</th>
<th>total paper scores</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pearson Correlation</strong></td>
<td>1</td>
<td>.923**</td>
</tr>
<tr>
<td>total computer scores</td>
<td>Sig. (2-tailed)</td>
<td>.000</td>
</tr>
<tr>
<td><strong>N</strong></td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td><strong>Pearson Correlation</strong></td>
<td>.923**</td>
<td>1</td>
</tr>
<tr>
<td>total paper scores</td>
<td>Sig. (2-tailed)</td>
<td>.000</td>
</tr>
<tr>
<td><strong>N</strong></td>
<td>80</td>
<td>80</td>
</tr>
</tbody>
</table>

**. Correlation is significant at the 0.01 level (2-tailed).

As Table 8 indicates, there is a strong positive correlation (r = +.923, N = 80, sig.(2-tailed) = .000) between the paper-based writing scores and the computer-based ones. The result of the correlation analysis corroborates the researchers’ conclusion made based on the findings related to the first and second research questions.

In general, it can be concluded that the two modes of computer-based and paper-based testing of writing comparably measure the same construct.

**Results of Analysis for Research Question 2**

In the second research question the participants' level of computer familiarity was taken as an independent variable to investigate if a test taker's level of computer familiarity, as a construct irrelevant ability, can affect his/her performance in computer-based writing assessment. For this purpose, an independent-samples t-test was utilized to compare the computer-based writing scores of the two groups of learners with high and low computer familiarity. Tables 9 and 10 show the results of the independent samples t-test.
As Table 9 suggests, the mean score of the high-computer-familiar group \( N = 40, \text{SD} = 2.3, M = 11.50 \) seems to be slightly greater than the mean score of the low-computer-familiar group \( N = 40, \text{SD} = 2.09, \text{and} \ M = 11.15 \). However, the significance of this difference can only be determined by interpreting the data in Table 10. According to Levene's test in Table 10, the difference between the variances of the two groups is not statistically significant. Moreover, the t-test for equality of means with \( df = 78, t = 0.70, \text{and} \ a \text{p-value (sig.} = 0.76) \) greater than alpha level (0.05) indicates that there is not a statistically significant difference between the scores of the two groups. Furthermore, according to Table the 10 confidence interval of difference (lower = -.634, upper = 1.334) includes zero, which corroboratively reinforces the conclusion that the difference is statistically insignificant.

Thus, the results of the analysis imply that the difference between the writing scores of the participants with high computer familiarity and that of those with low computer familiarity was statistically insignificant. This means that the level of computer familiarity does not act as a source of construct-irrelevant variance in computer-based writing assessment.

Table 9.

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean</th>
<th>Std. Deviation</th>
<th>Std. Error Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>total computer scores</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>high familiar</td>
<td>40</td>
<td>11.500</td>
<td>2.31771</td>
<td>.36646</td>
</tr>
<tr>
<td>low familiar</td>
<td>40</td>
<td>11.150</td>
<td>2.09762</td>
<td>.33166</td>
</tr>
</tbody>
</table>
Table 10. 
Independent Samples T-Test Comparing the Scores of High-and Low-computer-familiar Groups on the Computer-based Writing Test

<table>
<thead>
<tr>
<th>Levene's Test for Equality of Variances</th>
<th>t-test for Equality of Means</th>
<th>95% Confidence Interval of the Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Difference</td>
<td>Std. Error Difference</td>
<td>Lower</td>
</tr>
<tr>
<td>total computer scores</td>
<td>Equal variances assumed</td>
<td>.090</td>
</tr>
<tr>
<td>total computer scores</td>
<td>Equal variances not assumed</td>
<td>.708</td>
</tr>
</tbody>
</table>

Discussion

The purpose of the present study was to evaluate the comparability of computer-based and paper-based versions of Cambridge Preliminary English Test (PET) in measuring writing ability of Iranian intermediate EFL learners. This study was important, as pointed out by earlier research (e.g., Choi, Kim & Boo, 2003; McDonald, 2002), to determine if administering tests in computer- and paper-based formats affect the comparability of scores obtained from these two testing formats. Moreover, it has been suggested that the mode of test delivery per se, as well as the mode-inherent characteristics on the part of test takers and raters may introduce construct-irrelevant variances into the scores.
The present study was conducted in accordance with some guidelines that have been published for examining comparability between CBTs and PBTs. For example, American Psychological Association (1986 cited in Lottridge et al., 2008) and the International Test Commission (2005 cited in Lottridge et al., op.cit) provide the following guidelines:

Scores from conventional and computer administrations may be considered equivalent when (a) rank orders of scores of individuals tested in alternative modes closely approximate each other, and (b) the means, dispersions, and shapes of the score distributions are approximately the same, or have been made approximately the same by rescaling the scores from the computer mode. (APA, 1986, p. 18)

Provide clear documented evidence of the equivalence between the CBT/Internet test and non-computer versions (if the CBT/Internet version is a parallel form). Specifically, to show that the two versions: have comparable reliabilities; correlate with each other at the expected level from the reliabilities; correlate comparably with other tests and external criteria; and, produce comparable means and standard deviations or have been appropriately calibrated to render comparable scores. (ITC, 2005, p. 21)

The results of the analyses indicate that the findings are likely in line with those of Lottridge et al. (2008). They suggest that the comparability of two testing formats in terms of overall scoring of a sample reasonably entails construct equivalence. This reasoning is grounded in the assumption that “there is no counter evidence that differing constructs are involved when the score distributions are comparable” (pp.1-2).
In the present study, the comparability of CBT and PBT versions of a writing test was evaluated. The findings of the study suggested that there was no statistically significant difference between language learners’ writing performance across the two modes. Furthermore, the results of the analyses revealed that the difference between the writing scores of high- and low-computer-familiar groups was not statistically significant, though it might intuitively be expected that learners with high computer familiarity would outperform low familiarity group in computer-based writing. One possible justification for this finding may be that the participants labelled as low-computer-familiar group were not completely unfamiliar with computer. In fact, as it actually seems, a threshold level of computer familiarity might have equipped the learners with sufficient hands-on and cognitive skill to write their essays on computer more or less conveniently.

As is evident in general, the findings of this study are positive and suggest that the computer-based and paper-based versions of essay writing section of PET are comparable in terms of overall scoring of the sample and measuring the same constructs. The findings of the study, thus, back up the conclusions of some other researchers who supported the comparability of CBT and PBT formats. For example, regarding the effect of computer familiarity Fulcher (1999), and Taylor, Kirsch, Eignor, and Jamieson (1998) found that computer familiarity or preference for either mode had no significant effect on students’ scores. In a similar way as with the present study, the comparability studies conducted by Harrington, Shermis, and Rollins, (2000), Choi, Kim, and Boo (2003), H. K. Lee (2004), Puhan, Boughton, and Kim, (2007), Wang, Jiao, Young, Brooks, and Olson (2008), and Kingston (2009 cited in Wang & Shin, 2009) summed up with evidence supporting the comparability of CBT and PBT.

Consequently, as Lottridge et al. (2008) suggest, the comparability of computer-based and paper-based modes of testing is, ultimately, a matter of judgment. More clearly, the investigator’s interpretation of the results of statistical estimates involves human judgment, probabilistic reasoning, and the strengths and limitations of the study design. For example, it is rather a rule of thumb to
decide on the comparability of the constructs measured by the two modes based on the score distributions, standard deviations, and correlations. As is well known, the construct validity issues can best be tackled through a sophisticated procedure of factor analysis. Thus, the interpretation of evidence is of great significance to the decisions regarding comparability of the two testing modes.

Conclusion

The present study investigated the comparability between writing assessment through computer technology and traditional paper-and-pencil mode. The writing scores of 80 Iranian intermediate EFL learners on the two modes were subject to statistical analysis. The results of the analysis related to each research question were interpreted. The results of the analysis for the first research question revealed that there was no statistically significant difference between the learners' scores on computer-based writing and their scores on paper-based testing of writing, which suggests that the medium of test delivery did not bring in difference in the writing scores of the learners across the two modes. The analysis pertinent to the second research question indicated no statistically significant difference between high-computer-familiar group and low-computer-familiar group on computer-based writing. The results provide evidence to conclude that computer familiarity did not introduce construct-irrelevant difference into the writing scores. Finally, based on the evidence provided by the data analysis, the researchers concluded that the two modes comparably measure the same construct.
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قابلیت قیاس آزمون نگارش کامپیوتری و ورقه‌ای تست در بین زبان‌آموزان ایرانی

محمد محمدی
مسعود برزگران
دانشگاه ارومیه

تکنولوژی کامپیوتر به طراحان آزمون این امکان را داده است که با استفاده از آزمون‌های کامپیوتری نموده‌ها در خویش از آزمون‌های کامپیوتری خود را نسبت به آزمون‌های نظامات دیگر انجام دهند. از این‌رو هر گونه نیاز به آزمون در زبان خود را با استفاده از سیستم‌های کامپیوتری پیش‌بینی می‌کند.

TOEFL and Cambridge IELTS, BULATS, KET, PET

در این مطالعه، کاربرد آزمون‌های نگارش کامپیوتری و ورقه‌ای با استفاده از دو روش آزمونی در پایان‌زمینه‌های زبان آموزان ایرانی سنجیده شد.

در این مطالعه، کاربرد آزمون‌های نگارش کامپیوتری و ورقه‌ای با استفاده از دو روش آزمونی در پایان‌زمینه‌های زبان آموزان ایرانی سنجیده شد.
کلید واردها: بررسی قابلیت قیاس، آشنایی با کامپیوتر، توانایی نگارش، آزمون زبان کامپیوتری و ورقه ای