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Abstract

The traveling salesman problem (TSP) is the problem of finding the shortest tour
through all the nodes that a salesman has to visit. The TSP is probably the most
famous and extensively studied problem in the field of combinatorial optimization.
Because this problemis an NP-hard problem, practical large-scale instances cannot
be solved by exact algorithms within acceptable computational times. So, an
efficient hybrid metaheuristic algorithm called ICATS s proposed in this paper. The
first stage of the ICATS is to solve the TSP by the imperialist competitive algorithm
(ICA), and then the TS is used for improving solutions. This process avoids the
premature convergence and makes better solutions. Computational results on
several standard instances of TSP show efficiency of the proposed algorithm
compared with the genetic algorithm (GA), bee colony optimization (BCO), and
particle swarm optimization (PSO).

Keywords: Tabu search, Imperialist competitive algorithm, Traveling salesman problem,
NP-hard problems

1. Introduction

Combinatorial problems in mathematics are among niwost difficult and time-
consuming to solve. They often involve arrangints s numbers in fairly irregular
patterns in order to find extremes representetdiemumbers, e.g. maxima and minima.
The traveling salesman problem (TSP) is a well-km@roblem in the area of network
and operation research. The simplicity of this proband its complexity has attracted
the attention of many researchers over a long gesiotime. Their importance relies
upon the fact that they are difficult to be solvad are intuitively used for modeling
several real world problems [1].

A general definition of the TSP is the followingoisider a set V of nodes, and a set

A of arcs fully connecting the nodes V. Let be the length of the arg, ;) A, that is

the distance between nodes i and j. The TSP iprtildem of finding a minimal length
Hamiltonian circuit on the graph G= (V, A), wherélamiltonian circuit of a graph G is
a closed tour visiting once and only once all thk$Vvn| nodes of G, and its length is
given by the sum of the lengths of all the arcw/bich it is composed [2].

In practice, the basic TSP is extended with coimggafor instance, on the allowed
capacity of the salesman, length of the routeyalrdeparture and service time, time of
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collection and delivery of goods. The extended s#asof Distance Constrained TSP
(DCTSP), TSP with Time Windows (TSPTW), BackhauSPT(TSPB), Pickup and

Delivery TSP (TSPPD), and Simultaneous Pickup aetivery TSP (TSPSPD). The

main goal in all TSP problems is to obtain the mial transportation cost.

Solving the TSP was an interesting problem duriecent decades. Almost every
new approach for solving engineering and optimaaproblems has been tested on the
TSP as a general test bench. First steps in sothied SP were exact methods. Exact
approaches such as Lagrangean relaxation [3] amtibrand bound [4] are successfully
used only for relatively small problem sizes bugytltan guarantee optimality based on
different techniques. These techniques use algosittihat generate both a lower and an
upper bound on the true minimum value of the pnobilestance. If the upper and lower
bound coincide, a proof of optimality is achieved.

Although the TSP is conceptually simple, it is idifilt to obtain an optimal solution.
In an n-city situation, any permutation of n nodeslds a possible solution. As a
consequence, n! possible tours must be evaluatélaeisearch space. In other words,
when the problem size is increased, the exact rdetbannot solve it. So, heuristic such
as gravitational emulation search [5], partittapapproach [6] and Lin-Kernighan [7]
are used for solving them and settle for the subwtsolutions in a reasonable amount
of time for instances with large size. Besides, soahgorithms based on greedy
principles such as nearest neighbor, and spanngggdan be introduced as efficient
solving methods.

Classical methods including exact and heuristiorigms for solving the TSP
usually result in exponential computational compleg. Hence, new methods are
required to overcome this shortcoming. These methiodlude different kinds of
optimization techniques, nature based optimizataigorithms, population based
optimization algorithms and etc. These methods rmwevadays commonly called
metaheuristics. These algorithms have more perfioceghan exact and heuristic one,
so nowadays they have been received much attebyioesearchers and scientists for
solving combinatorial optimization problems. Beaausf using the randomization
concept in search for finding better solutionssthroup has more effectiveness for
escaping from local optimum and can get more guabtutions. That is why the recent
publications are all based on meta-heuristic aggres such as genetic algorithm (GA)
[8], memetic algorithm [9], ant system (AS) [10]dgparticle Swarm optimization [11].

Recently, many researchers have found that the cgmgint of hybridization in
optimization problems can improve the quality oblgem solving in compare to
heuristic and meta-heuristic approaches. Theseitilges such as Genetic algorithm
with a local search, Genetic algorithm with swedgoathm and nearest addition
method, ant colony optimization and greedy hewistimulated annealing and tabu
search (TS), neural networks and genetic algoritemetic algorithm and ant colony
optimization and others have more ability for fimgli an optimal solution in
combinatorial optimization problems. So, a hybridtaneuristic algorithm in the name
of ICATS is proposed in this paper. In this progbsd¢gorithm, at first the Imperialist
Competitive Algorithm (ICA) is used as constructiafgorithm for producing an
acceptable solution. Then, the TS is applied taravipg solution at the second stage.

In the following parts of this paper, a mathematiwedel of TSP is presented in
Section 2. In Section 3, the basic ICA and TS dral groposed idea are especially
explained. In Section 4, the proposed algorithneampared with some of the other
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algorithms on standard problems belonged in TSRarfb Finally in Section 5, the
conclusions are presented.

2. Traveling Salesman Problem

The TSP is one of the applied problems in thewald that consists of a number of
nodes. These nodes must be visited from an anpiti@dte called the depot by only one
salesman. The route starting and finishing at #y@otis required for salesman so each
node is visited only once by the salesman (Figire 1

Figurel. Sample of solving TSP

The TSP can be explained mathematically as folldwes.G (V, A) be a perfect
undirected connected graph with a vertex $et{0,1,...n} and an edge set
A={(, j):i, jov,i= j . If the graph is not perfect, the lack of any edgeeplaced by
an edge that has an infinite size. Besides, thatiealto the TSP determines an order
for nodes that obtains the minimum total cost faadesman. In practice, minimizing
the total cost is equivalent to minimizing the tadsstance traveled by a salesman. By
introducing variables, to represent the tour of the salesman from nodenotle j, one

of the integer programming formulations for the T be written as:

miniic{/xv_ (1)
suéajeét to
x, =1 (j=1,..,n) (2)
i=0
x =1 (1= 1) 3)
j=0
> Y x, 21 (p£S0{0,..,n}[s|22 (4)
i0s jON-S !
> Dx. 21 (p£S0OH{0,..,nl,|S| =2 (5)
iON-S jOS !
X, 0{o, 1} (i=0,..,mj=0,..,n) (6)

The objective function (1) is simply to minimizeettotal distance traveled on a tour.
Constraint set (2) ensures that the salesman amivee at each node. Constraint set (3)
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ensures that the salesman leaves each node ont&rddat sets (4) and (5) are to avoid
the presence of sub-tours for a salesman. Fin@lbnstraint set (6) defines binary
conditions on the variables. It should be noted ifhne salesman travels directly from
node i to node jx =1 elsex, = 0.

Generally, the TSP formulated is known as the Heelh TSP, in which the distance
matrix C =|c ] is expected to be symmetric, i.e,,=c, for all (i, j=0, 1, 2, ..., n),

ij A(n+1)x(n+1)

and to satisfy the triangle inequality, thakjs< ¢, +c_ for all distinct ¢, j, k01, 2, ..,n).

3. Solution method

3.1 Imperialist competitive algorithm

During recent three decades, Meta-heuristic algmst have been one of the most
important groups for solving combinatorial optintina problems. These algorithms
such as memetic algorithm, simulated annealingjgbarswarm optimization and ant
colony optimization have been successfully appliedmany difficult optimization
problems including TSP, vehicle routing problemadpatic assignment problem, job-
shop scheduling problem, etc.

The ICA and TS are two of the most powerful metaristic algorithms that have
been receiving much attention by researchers anmentmts recently. The ICA
introduced by Atashpaz Gargari uses socio-politallution of human as a source of
inspiration for developing a powerful optimizaticstrategy [12]. This algorithm
considers the imperialism as a level of human $@&sialution and by mathematically
modeling this complicated political and historigaibcess, harnesses it as a tool for
evolutionary optimization. The ICA has been appkedcessfully in different domains
namely designing controllers [13], recommender esyst characterization of elasto-
plastic properties of materials [14] and many otbptimization problems [15]. The
results have shown great performance in both cgewee rate and better global
optimum achievement [16-17]. In ICA, the first sispo generate an initial population
like other evolutionary algorithms. The populatiset includes a number of feasible
solutions called a ‘country’, which correspondsthe term ‘chromosome’ in the GA.
These countries are of two types: colonies and fialpgs that all together form some
empires. Bigger and stronger empires have moren@sddhan smaller and weaker ones.
After forming initial empires, their colonies starhoving toward their relevant
imperialist country. This movement is a simple marfeassimilation policy pursued by
some of the imperialist states.

If one of the colonies possesses more power tlzareiévant imperialist, they will
exchange their positions. To begin the competit@tween empires, total power of
each empire should be calculated. It depends opdiver of both an imperialist and its
colonies. Imperialistic competition among these regpforms the basis of the proposed
evolutionary algorithm. During this competition, akeempires collapse and powerful
ones take possession of their colonies. The entbathas lost all its colonies will
collapse. At last the most powerful empire willéake possession of other empires and
wins the competition. In other words, imperialistmmpetition hopefully converges to a
state in which there exists only one empire andatenies are in the same position and
have the same cost as the imperialist.
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3.2 Tabu Search

The TS was firstly proposed by Glover is also veffycient for solving NP-hard
problems [18]. As a local search technique, TS mdk@m a current solution to the best
solution in its neighborhood by exploring the smntspace in each iteration. The main
principle of the TS method is accepting neighborsautions that deteriorate the
current objective function value in order to escépen premature local optimum. TS
taboos the recently visited solutions (Tabu Listjexently applied moves for a specific
number of iterations (Tabu Tenure). This tabuHes$ two main purposes: to prevent the
return to the most recently visited solutions idesrto avoid cycling; to drive the search
towards the regions of the solution space not yptoeed and with high potential of
containing good solutions. When the search attegptaove towards a tabu declared
state, this transition is forbidden, unless it ioy@as the best solution ever encountered
during the search (aspiration criterion).

A successful application of TS needs a powerfuhniéque for search intensification
and diversification. The intensification is a comlpensive exploration of some area of
the solution space, typically in the neighborhobdad good solution. The diversification
is leading the search to the promising regionfiefdolution space that has not explored
yet [19].

3.3 Proposed algorithm

At the first stage of the ICATS) feasible solutions and their values of the obyecti
function are randomly generated by a bisectionyash®wn in Figure 2. It is noted that
using a random construction at this level leadshti@in solutions that have an irregular
construction in feasible space. Themcountries that have better objective function are
selected and called imperialist countries. Furtiwee, if n/m is integer number then the
number of colonies randomly devoted to each emgientry is equal. Otherwise the
reminder countries are devoted to the imperialigh Wess objective function. Therefore,
each imperialist with its colonies forms an empire.

[1 ]2 [3 |7 [5[8 [4[6 [20]
Figure2. A Countryin ICATS

After the empires are formed, each colony by algmrpfunction increases its
quality using the imperialist countries. As an epémnsuppose that [52 8 7 4 3 1 6] and
[27 65 314 8] are imperialist country and itdony country respectively in the
empire. Then, a random number between 2 and N+theofttolony is selected and is
arranged according to the order of the imperialsintries. For instance, if the selected
number is 3, then 3 nodes from [2 76 53 1 418 If, 5 and 4 are chosen from the
colony. Then, their order will be found in impeirsal country which is 5, 7, and 4.
Therefore, the new result for the colony will beq2 7 3 1 4 8]. It is noted that the
absorption function is performed for all colonies comparison to their imperialist
countries. Each new solution and its value areasal if the quality is increased.

At the next stagep percent of colonies experience revolution. Thissegwariations
in colonies of the empire and if possible their [qyancreases at each stage. The
proposed method for this stage is the 3-opt loeakah. This algorithm is based on
omitting three arcs of the tour that are not adjaand connecting them again by
another method. It can be noted that there areraleraites for connecting nodes and
producing the tour again, but a state that sasistiee problem’s constraints is
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acceptable. So, this unique tour will be acceptdy i, first; the mentioned constraints
are not violated, and second; the new tour prodadestter value for the problem than
the previous solution. Besides, omitting three amosl again connecting them are
repeated until no improving 3-opt is found. At thise, if it is a colony with better
objective function than its imperialist then thgituations are changed.

After this stage, the power of empires)(is calculated using formula (7). In this

formula, s; is the average objective function of the colorf@sempire j and/ is the

parameter in [0 1] which determines the relativevg@oof an empire compared with its
imperialist. A weaker empire loses its power byirgsits weakest colony to the
strongest empire.

h =f +A(s) j=1...m (7)

Finally, if the best solutions() has been iterated five times, the algorithm ends.
Otherwise, the algorithm is iterated by returningabsorptiorfunction step. After the

ICA was finished, the TS starts. In the TS suppibse s is primitive solution and

current solutions is equal withs. TS moves from s to the best solution in its
neighborhoods which is not in the tabu list unless it improves thest solution ever
encountered during the search (aspiration crit¢ridhe proposed TS algorithm uses
two types of neighborhood moves including the ihserd swap moves for s. In the
insert move, a candidate node is removed fromdh&rand inserted in the best place.
On the swap move, two nodes are randomly selectddeachanged with each other.
There is no direct indication in the TS that th@gaess has converged to the best
solution. There are different methods that can $eduo tell the system when to stop
evolving. In the proposed TS as same as ICA, iftib&t solution has been iterated five
times, the proposed algorithm will be stopped. Hseudo-code of the ICATS is
presented in the Figure 3.

Step 1: Initialize 100 countries including 10 imipdists and 90 colonies.

Step 2: Move the colonies toward their relevantenngist.

Step 3: Revolve 10 percent of colonies.

Step 4: If there is a colony in an empire which bagter cost than the imperialist, exchange the
positions of that colony and its imperialist.

Step 5: Compute the total cost of all empires.

Step 6: Pick the weakest colony from the weakegtienand give it to the best empire.

Step 7: If there is an empire with no colonies tBéiminate that.

Step 8: Save the best so far solutiorsas
Step 9: Ifs has not been iterated five iterations, go to 2.

Step 11: Replace the current solutgloy s.
Step 12: Construct insert and swap algorithms &3, gbu list T(s) and aspiration condition A(s).
Step 13: set length of T(s) is 7 and Replacesting the best 0{ N(s) ~T(s) + A(s)} .
Step 14: If f(s ) < f(S) thens — s'.

Step 15: Update tabu list, neighborhood functiom aspiration condition.

Step 16: Sek:=5s. if S has not been iterated five iterations, go to 12.
Step 17: End

Figure3. Pseudo-code of the ICATS
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4. Computational experiments

In this section, the experimental results of theppsed algorithm on two sets of
benchmark problems are shown These algorithms @péed and tested on several
Euclidean sample instances of TSPLIB with sizegirapfrom 24 to 229 nodes. The
proposed approach was implemented in Matlab 7 Egguand implemented on a
Pentium 4 PC at 4GHZ (2GB RAM). All TSP problemtarsces are obtained from
TSPLIB for the symmetric TSP. The parameters of MBATS are selected after
thorough testing. A number of different alternativalues were tested and the ones
selected are those that gave the best computatiesidts concerning the quality of the
solution. Because the proposed approach is a neetashic algorithm, the results are
reported for ten independent runs, and in eachhreralgorithm was executed until the
best solution was iterated five times.

Table 1 shows the results of the proposed algorfthmthe TSP benchmark problem
instances. In this table, Columns 2-6 show the Ipralsize n, the best value result of
the PA (OVR), the worst value result of the PA (O)Wie average value of the PA
(AV) over the ten runs for each problem, and thst lkemown solutions (BKS). This
table shows that the PA can be used to solve tieef@ctively.

Tablel. Resultsof ICATS for the TSP

Instance n OVR OWR AV BKS
1 Eil51 51 426 456 437 426
2 Pr76 76 108159 108345 108275 108159
3 Rat99 99 1211 1308 1262 1211
4 KroA100 100 21282 21451 21398 21282
5 KroB100 100 22141 22468 22326 22141
6 Rd100 100 7910 7998 7966 7910
7 Eil101 101 629 712 679 629
8 Lin105 105 14389 14599 14496 14379
9 Pr107 107 44303 44467 44398 44303
10 Pri124 124 59030 59567 59313 59030
11 Bier127 127 118282 118657 118436 118282
12 Ch130 130 6110 6245 6186 6110
13 Pr136 136 96802 97546 97342 96772
14 Pri144 144 58537 58987 58812 58537
15 Ch150 150 6535 6654 6599 6528
16 KroA150 150 26524 26989 26734 26524
17 Pr152 152 73682 73923 73889 73682
18 Rat195 195 2329 2405 2387 2323
19 D198 198 15785 16758 16454 15780
20 KroA200 200 29383 29983 29794 29368
21 Ts225 225 126940 127435 127201 126643
22 Pr226 226 80745 81279 80998 80369
23 Pr264 264 49842 50945 50123 49135
24 A280 280 2579 2795 2697 2579
25 Pr299 299 48349 48980 48539 48191

The ICATS finds the best known solutions for 15 oluR5 problems published in the
literature. However, in other instances, the prepoalgorithm finds nearly the best
known solution, i.e. the gap is below 1.5%, and duerall the average difference is
0.12%. Besides, Figure 4 shows a comparison betweemgap values of the meta-

heuristic algorithms. The gap is equal ta[c(s")-c(s)]/c(s), wheres is the best
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solution found by the ICATS for a given instanceda is the overall best known
solution for the same instance on the Web. A zexo igdicates that the best known
solution is found by the algorithm.

1.6
1.4
1.2

1
0.8
0.6

0.2 ?

S T A T T A S
S N G &\"\; &&6Q&\%Q®&&WQ@ QO’O’

Figureb. Gap of the |ICATS

Table 3 shows the results obtained for the secoololgm instances and presents the
best results of the ICATS in comparison with sonmetavheuristic algorithms including
Bee Colony Optimization (BCO) [20], Particle Swafdptimization (PSO) [21], and
Genetic Algorithm (GA) [22]. The results of thismparison show that the ICATS
gains equal solutions with the GA in GR24, Bayg2@ &R48, which are not large
scale problems, and it gains better solutions thenGA in following scale problems
such as St70 and KroA100. Furthermore, althoughP®®@ gives an equal solution with
the proposed algorithm for Berlin52, this algoritbemnot maintain this condition in the
preceding examples and the ICATS vyields bettert®wols than this algorithm for other
instances including Eil51, Eil76, KroA100 and Krd®® Besides, the Computational
experiments also show that in general the propadgdrithm gives better results
compared to a BCO algorithm in terms of the sohii@uality for each instance.

Table2. Comparison between PA and other metaheuristic algorithms
Instance Size GA[22] PSO[21] BCO[20] ICATS Optimum

GR24 24 1272 - - 1272 1272
Bayg29 29 1610 - - 1610 1610
GRA48 48 5046 - - 5046 5046
ATT48 48 - - 10661 10628 10628
Eil51 51 - 427 428 426 426
Berlin52 52 - 7542 - 7542 7542
ST70 70 685 - - 679 675
Eil76 76 - 540 539 538 538
KroA100 100 21504 21296 21763 21282 21282
KroB100 100 - - 22637 22141 22141
KroC100 100 - - 20853 20793 20749
KroD100 100 - - 21643 21312 21294
KroE100 100 - - 22450 22099 22068
Eil101 101 - - 635 629 629
Lin105 105 - - 15288 14389 14379
KroA150 150 - - 27858 26524 26524
KroB150 150 - - 26535 26202 26130
KroA200 200 - 29563 29961 29383 29368
KroB200 200 - - 30350 29587 29437
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In order to demonstrate the efficiency of the athon, some of the solutions found
in the examples in table 2 are presented in Figurt should be noted that in four
examples presented this figure, the PA has been tabfind the best solution ever
found.

70

1200

60t
1000
0t
500
ot
600
ot

400

200 H

1}

| | L L L L L I
0 200 400  BOO 8OO 1000 1200 1400 1800 1800

Berlin52 Eil51

G000

5000+

4000

3000 +

2000

1000

1}

I i L L I L | I I I I L L
0 1000 2000 3000 4000 5000 BOO0 7000 8000 ] 10 20 30 40 50 60 70

Att48 Eil76

Figure6. Some of the Solutions to the TSP Found by the ICATS
5. Conclusion

In this paper, a new algorithm based on ICA andfdiSsolving the TSP was
discussed. The ICATS is more efficient than otheta¥heuristic algorithms including
BCO, GA and PSO especially for large problems. Bsiten of this approach not only
to other type of routing problems including the tipké traveling salesman problem,
vehicle routing problem and school bus routing pgobbut also to more complex cases
like assignment and scheduling problems are proipisubjects for further research.
The results of this research will appear in subsetjpapers.
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