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network weight determination by most of evolutionary algorithms requires more time 
than gradient-based training .In the second part of this article, an overview of related 
work in this area is discussed. In section 3 we will introduce the Stud GA. In Section 4, 
the proposed training algorithm for finding the optimal weights of multi-layer 
perceptron is presented. In Section 5, the experimental results of the proposed methods 
on public datasets (Wine, Abalone Iris, WDBC, PIMA and Glass) are presented and 
they will be compared with the results of the imperialist competitive algorithm, quad 
countries algorithm, Stud GA, Cuckoo optimization algorithm and Chaotic Cuckoo 
optimization algorithm. And finally section 6 deals with conclusion and future works. 

2. Related Work 

In this section, some evolutionary algorithms which are used for weight determination 
application and determination of neural network topology are reviewed. In [10] honey 
bee colonies were used to find optimized weights of back propagation neural network 
and the proposed method was tested on several public data sets. In [11] the back-
propagation neural network was used to identify the characters of license plate of 
automobiles and genetic algorithm was used to determining the optimal weights of the 
neural network. Yaghini et al [12] used a combination of three methods and the 
development of particle swarm algorithm for training of neural network and the results 
of experiments were compared with public data sets. Sheikhan et al [13] used the 
combination of genetic algorithm and ant colonies algorithm to extract the 
characteristics of Perceptron neural network in forecasting the load of power grid 
(which is a time series issue). In [14] a developed imperialist competitive algorithm 
called chaotic imperialist competitive algorithm was used to determine the weights of 
neural network for Tehran Stock Exchange data set. And better results were obtained 
comparing with genetic algorithm, particle swarm and imperialist competitive 
algorithm. In [8] imperialist competitive algorithm was used to determine the weights of 
neural network weights and the results for some public data sets were compared with 
genetic algorithm. ICA starts with an initial random population which is called country 
.some of the best countries in the population selected to be the imperialists and the rest 
form the colonies of these imperialists. Imperialistic competition among these empires 
forms the proposed evolutionary algorithm. During this competition, weak empires 
collapse and powerful empires take possession of their colonies. Imperialistic 
competition converges to a state in which there exists only one empire and colonies 
have the same cost function value as the imperialist. And also, Quad Countries 
Algorithm, QCA, that is improvement of ICA for neural network training has been 
applied in [15]. In quad countries algorithm, independence and seeking independence 
countries are added into existing country set of imperialist competitive algorithm. 
Adding these countries makes it have extensible area to search and subsequently to 
attain appropriate responses for training of neural network. And published paper in [16] 
uses Cuckoo optimization algorithm to improve multi-layer Perceptron neural network 
training and applies UCI dataset for test improved Perceptron neural network. Also, this 
algorithm launches with initial population of cuckoos like other evolutionary 
algorithms. Initial cuckoos lay eggs in some host bird holes. The eggs with the most 
similarities with host eggs benefit most chance to survive and to rise and the eggs with 
low similarities with host eggs will be recognized and subsequently ruined. Much rising 
eggs in specific habitat is then much utilization of that habitat is and COA’s objective is 
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to maximize the habitat utilization. Cuckoos quest for utilized habitat with the most 
survival rate to lay eggs. After the eggs rise and turn to mature cuckoos, they construct 
societies and migrate into the best habitat for laying eggs and then each cuckoo lays egg 
in random holes. This process will be repeated until it reaches the maximum utilization 
and the most number of cuckoo populations are gathered in specific area. F. razavi et al. 
in [17]have suggested chaotic cuckoo optimization algorithm in which ameliorates 
existing cuckoo optimization algorithm. In this approach in main body of algorithm 
after each iteration, cuckoo optimizer selects the best found positions and by applying 
chaotic optimizing along with chaotic coefficient breeds some re-produce from optimal 
solution. Therefore, new responses that are similar to the best found solution will be 
replaced with the worst fitness between individual populations. So, exact local search 
will be gained circa the optimal solution. Stud GA is a method for sharing information 
in genetic algorithm. This method by crossover operation between the best individual 
and everyone else cause individuals in each generation benefit the information of the 
best individual of the previous generation. So this algorithm was improved in this article 
to be able to use it for neural network training. 

3. Basic Algorithms 

3.1. Standard Genetic Algorithm 

Genetic Algorithm is a basic algorithm in the area of optimizing algorithm, which was 
presented by Mr. Holland [18]. In this algorithm, first an initial population is randomly 
generated in the atmosphere of the problem. Then using Darwin`s principal of survival 
of the fittest, individual who have less propriety are removed. Repeating of this step 
causes that responses with best fitness remain. The main three operators here are 
crossover, selection and mutation [19]. After encoding of chromosome (depending on 
the problem), genetic algorithm generate the initial population of individuals 
(responses). The fitness of each individual is calculated and a number of individuals are 
selected for reproduction. Individuals with higher fitness will have more chance to 
reproduce. After selecting parents, the operation of intersection will be performed 
among them and children will be produced. After intersection operation, mutation 
operation will be performed on children and produced offspring are added to the current 
population. But due to the limited number of individuals in each generation, people who 
have less fitness are eliminated from the population. An example of intersection and 
mutation operations can be seen in Figure 1. Intersection, mutation and selection 
operations will be repeated until converging to an optimal solution.  
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Figure 2. illustration of crossover 

Individual  
1  7  6  4  5  4  3  6  9  

 
 
 
 
 

                         mutate 
 

Mutated Individual  
1  7  6  4  1  4  3  6  9  

 
Figure 1. illustration of mutation 

3.2. Stud GA 

Using the best individual as one of the parents for reproduction in each generation of 
genetic algorithm is the main idea of Stud GA. In this method, parents are not chosen 
randomly and crossover operator is performed between the best individual and all the 
other individuals. In fact the intersection operator is the key operator in this method 
[20]. In each generation the best individual is chosen from the population and does the 
crossover operator with everyone else (crossover operator is done when the similarity of 
the two selected individuals is not less than a certain degree). In this way, the 
information in genetic algorithm is shared [21]. If the similarity of two selected 
individual is higher than a certain degree, the individual selected for crossover operator 
by stud will change (mutate). Stud GA algorithm flowchart is shown in Figure 3. 

4. The Proposed Method 

4.1. The proposed chaotic Stud GA 

To improve efficiency of Stud GA, local chaotic search can be used. Logistic map is 
one of the well-known chaotic maps; this chaotic map shows that complex behaviors 
can use simple deterministic dynamical systems [22-24]. In this article we will use 
chaos map of Logistic map, whose relationship is as follows:  

(1) 1 (1 )k k kx x xα+ = × −  

In the above equation, xk is kth chaotic number and k denoting the iteration number. 
Obviously, if ( )0 0,  1x ∈ and { }0 0,  0.25,  0.75,  1x ∉  , then ( )0,  1x ∈ . 

In the application of neural network training α is considered 3.8. A sample of logistic 
map output with a parameter adjusted for the article is shown in figure 4. 
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Figure 3. Flowchart of the Stud GA algorithm 
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Figure 4: A sample of Logistic map output 

To perform a local search around the best response, first the best individual based on 
the usefulness will be selected. Then individuals are generated by chaotic system 
surrounding the best individual and they replace 10% of the existing individuals 
(individuals with little benefit will be removed.) 

The proposed algorithm flowchart is shown in Figure 5.  
4.2. The proposed evolutionary–neural network 

In this section we will explain the proposed method for determination of the most 
appropriate weights of neural network. To get the best weight of neural network, first 
the best neural network structure can be determined experimentally. After determining 
the structure of the neural network, genetic algorithm parameters are quantified. Bias 
and the number of connections between the layers of the neural network are established, 
the number of bias and connections between the layers of the neural network are 
established as the length of each individual chromosome. Random quantification is 
done for each individual so that the initial population of individuals is formed. In the 
current stage the best individual in the population as one of  the parents will be taken 
into account to produce for all individual in next generation and new population is 
produced by cross over operation on all of individuals in population to produce the best 
individual for current generation and then mutation operation will be applied. Fitness 
function will be done on produced individuals and then the bests will be survived. The 
best individual is identified and new individuals are generated by chaotic system and 
will replace with %10 of worst individuals. Algorithm execution and producing 
individuals continues several generations by chaotic system. In the end, the best one is 
selected as the best weight for neural networks. Bias and the weights of neural network 
layers are quantified with values of the superior individual then network is evaluated by 
test data. Cost function calculates the mean square error as the utility of each individual 
in the genetic algorithm. 
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Figure 5. Proposed algorithm flowchart 

 
The more appropriate individuals have less mean square errors. Formula 2 states how 

to calculate the mean square error for each individual. 
 

 
(2)  ( ) ( )

N
2

real net
i 1

1Fitness Individual MSE [ y y ]
N =

= = × −∑  

yreal is the expected output from neural network, ynet is the actual output of neural 
network, N is the number of training samples and individual denote the solution which 
its mean square error should be computed. In Stud GA-ANN and our proposed 
algorithm, standard 2-point cross over operation and uniform mutation operation were 
applied. Since one of the parents is definitely the best in the generation, there is no 
selection operation and the best of each generation has natality with other population.As 
can be seen in figure 6, for the sake of next step population production each individual 
must be considered with the best individual for crossover operation till making new 
population and then mutation operation will be done on new population and generation 
chromosomes will be modified afterward fitness function will be calculated for new 
generation and finally several individuals with better fitness will be survived and 
individuals with the worst fitness will be omitted from population. After producing next 
generation, number of individuals will be produced by crossover between the best 
individual and generated population with chaotic seri and will be replaced with 10% of 
the worst individuals. 

 

Initial Random 
population 

Select the best 
individual 

Generate new 
population 

Pas best individual to 
chaotic system Run Stud GA 

Set neural network 
weights 
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Figure6: Presentation of next step population production 

 

5. Experimental Results 

To perform the test, values of implementation methods parameters were 
experimentally determined and shown in tables 1, 2, 3 and 4. Topology of hidden layer 
neural network’s is experimentally determined and displayed in Table 5. Algorithm 
Convergence Graph for each data set in 100 iterations will be presented next along with 
an explanation for each set of data. The procedure of the algorithm simulation is 
implemented in Matlab 2013, and is executed by the computer with 3.2 GHZ CPU, 4 
GB memory, and operation system of Windows 7. 
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Table 2. values of quad countries algorithm parameters 
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Table 3. values of imperialist competition algorithm parameter 

N
o 

of
 In

iti
al

 
Im

pe
ria

lis
ts

 N
o 

of
 C

ou
nt

rie
s

 R
ev

ol
ut

io
n 

R
at

e
 

Ze
ta

 

N
o 

of
 D

ec
ad

es
 

A
ss

im
ila

tio
n 

C
oe

ff
ic

ie
nt

 (β
)

 

A
ss

im
ila

tio
n 

A
ng

le
 

C
oe

ff
ic

ie
nt

 (γ
)

 

A
lg

or
ith

m
 

20 200 0.2 0.02 100 2 0.5 ICA 
 

Table 4. values of Genetic algorithm parameter 
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Table 5. Neural network hidden layer typology 

Iris Glass Wine Abalone Data set 
7-4-3 12-5-6 7-4-3 8-2-2 Best Topology 

 
5.1. An Introduction of Datasets 

The data set used to test the proposed method is as follows: 
Iris Dataset: this data set contains 3classes and 150 samples and each sample has four 

features. In Figure 6 the convergence trend for the proposed method is shown on the Iris 
data set. 

Wine Dataset: this data set contains 3classes and 178 samples and each sample has 
13 features. In Figure 7 the convergence trend for the proposed method is shown on the 
Wine data set. 

Glass Dataset: this data set contains 6classes and 214samples and each sample has 10 
features. In Figure 8 the convergence trend for the proposed method is shown on the 
Glass data set. 

 Data set Abalone: this data set consists of 4 classes, 4177 samples and 8 
characteristics for each sample. Figure 9 shows the divergence trend of the proposed 
method on data set Abalone. 

The data sets used to test the proposed method in reference [25] are available. In 
implementations, 60% of samples are used for training and 40% of them are used to test 
the neural network. 
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5.2. Test results and comparisons 

In this section, the proposed method`s convergence graph for each of the three data 
sets and the results of implementing of proposed method and four other algorithms can 
be seen. Test results of the proposed method, the imperialist competitive algorithm, the 
quad countries algorithm, Stud GA and Cuckoo optimization algorithm for the three 
introduced data sets are shown which shows that the proposed method has better results 
than the other four algorithms. The results in table 3 are the mean of 10 times of 
performing the experiments. 

  
Figure 7. A sample of convergence trend for Iris 

data sets for propose method 

  
Figure 8. A sample convergence trend for Wine 

data sets for propose method 

 
Figure 10. A sample convergence trend for 

Abalone data sets for propose method 

 
Figure 9. A sample convergence trend for Glass 

data sets for propose method 

 
Figure 12. A sample convergence trend for PIMA 

data sets for propose method 

 
Figure 11. A sample convergence trend for 

WDBC data sets for propose method 
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Table 6. The Comparison of results for Wine Dataset 
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Table 8. The Comparison of results for the Glass Dataset 
 
 
 
 
 
 
 
 
 
 

 
Table 9. The Comparison of results for the Abalone Dataset 
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in each generation. Improved approaches outperforms its basic method in each 
generation and every generation solves better than its rudimentary algorithm that is why 
these have good degree of convergence versus its primary algorithm. Training of neural 
network by evolutionary algorithms is one of the problem in which the rate of exploit 
must be greater than the rate of explore that is why our proposed algorithm and CCOA 
have better results. 

6. Conclusion 

Determination of the weights of the neural network has a considerable impact on 
increasing the efficiency of this method. Using evolutionary algorithms for determining 
the optimal weights has had acceptable results. In this article chaotic Stud GA was used 
for training a multi-layer perceptron neural network (in the application of classification). 
The results from the implementation of the proposed method were compared with 
imperialist competitive algorithm, quad countries algorithm, Stud GA and cuckoo 
optimization algorithm. The results show that the proposed method with the specified 
parameters has better results than four other methods. To continue working, using the 
proposed method is suggested for other structures of neural network such as RBF, 
determination of network topology and development of the proposed method for time-
series forecasting systems. 
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