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1. Introduction

In data mining, Clustering is the most popular, powerful and commonly used 
unsupervised learning technique. It is a way of locating similar data objects into clusters 
based on some similarity. Clustering algorithms can be categorized into seven groups, 
namely Hierarchical clustering algorithm, Density
Partitioning clustering algorithm, Graph
based clustering algorithm and Combinational clustering algorithm. These clustering 
algorithms
are better for large data set and some gives good result for finding cluster with arbitrary 
shapes 
the data mining techniques 
basic tasks of data mining 
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Introduction

In data mining, Clustering is the most popular, powerful and commonly used 
unsupervised learning technique. It is a way of locating similar data objects into clusters 
based on some similarity. Clustering algorithms can be categorized into seven groups, 

mely Hierarchical clustering algorithm, Density
Partitioning clustering algorithm, Graph
based clustering algorithm and Combinational clustering algorithm. These clustering 
algorithms give different result according to the conditions. Some clustering techniques 
are better for large data set and some gives good result for finding cluster with arbitrary 
shapes [1]. Knowledge discovery process is introduced as the clustering and is one of
the data mining techniques 
basic tasks of data mining 
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plays an essential role. Cluster analysis with no or little previous knowledge comprises 
the developed research in a range of communities [5]. The purpose of clustering a data 
set without label is the separation in a discrete finite set of natural [6], [7]. 
Unanticipated clustering is a mental process in nature that prevents absolute judgment 
as a relative effect on all clustering techniques [8]. Several nature-inspired algorithms to 
solve optimization problems came to the aid of human science, algorithms such as birds 
[9], ant colony algorithm [10], Firefly algorithm [11,12], Artificial bee colony algorithm 
[13], bees algorithm [14]which are many complex issues in various fields. SSPCO 
optimization algorithm [15] is also one of the newest algorithms based on the behavior 
of chicks a type of bird called see-see partridge. 

We propose a data clustering algorithm based on improved SSPCO optimization 
algorithm. The main question in this research is that improved algorithm by our can be a 
suitable method for raw data clustering. For this purpose, we propose an efficient 
algorithm which is an improved version of SSPCO optimization algorithm. In addition, 
in this paper, SSPCO algorithm was improved. Use chaotic population help a lot in 
creating an initial scenario is suitable for clustering. The idea neighboring particles is 
effective in faster finding optimal cluster. 

Clustering tests on 13 datasets from UCI machine learning repositories have been 
done. Proposed method compared with 12 clustering technique that the proposed 
method is better than other methods in most of tests. In this paper, Section 2 is 
description of clustering, section 3 will be dedicated to introducing the related works. In 
Section 4, we present the SSPCO algorithm and the experimental study will be 
discussed in Section 5. Finally, Section 6 is conclusion. 

2. The Clustering Problem 

Clustering is the process of recognizing natural groupings or clusters in 
multidimensional data based on some similarity measures [16]. Distance measurement 
is generally used for evaluating similarities between patterns. In particular the problem 
is stated as follows: given N objects, allocate each object to one of K clusters and 
minimize the sum of squared Euclidean distances between each object and the center of 
the cluster belonging to every such allocated object. The clustering problem minimizing 
equation 1 is described as in [17]: 

( ) 2

1 1

,
N K

ij i j
i j

j w z w x z
= =

= −∑∑  (1) 

Where K is the number of clusters, N the number of patterns, is the ith 
the location of the i th pattern and  is the center of the jth cluster, to be 
found by equation 2: 

N
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N

z
=

= ∑  (2) 

Where  is the number of patterns in the jth cluster,  the association weight of 
pattern  with cluster j, which will be either 1 or 0 (if pattern  is allocated to cluster j; 

 is 1, otherwise 0). The cost function for the pattern i is given by equation 3 as in: 
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Figure 2. An example of clustering process. 

3. Related Work 

There are a large number of researchers who have applied different optimization 
techniques to eliminate clustering problem. For example, Genetic Algorithm based 
method to solve the clustering problem was proposed by Cowgill et al.1999 [18].  

Multilayer Perceptron neural networks or MLP [19], complex neural network training 
and an optimization problem have many variables [20]. Artificial Neural Networks 
Radial Basis Function, RBF, [21], in a other research, also unlike the MLP network 
with several successive layers, comprises three fixed layers [22], Engineering K-STAR 
[23], Engineering Bagging [24], Multi Boost AB technique [25], NBTree technique 
[26], Ridor technique [27], VFI clustering technique introduced by [28], PSO-
Clustering [29] and ABC-Clustering [30] are another clustering techniques that in this 
study which is used to compare performance.  
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Many approaches have been proposed for data clustering. This section reviews some 
of the recent research works on data clustering based on KM, FKM, and hybrid 
algorithms. For more details, the interested reader can also refer to pre-vious surveys in 
the area, among which we point out Nayak et al. [31] that have been presented a 
comprehensive review on FKM and its applications from 2000 to 2014. Nayak et al. 
[32] have developed an improved firefly-based fuzzy c-means algorithm (FAFCM) for 
data clustering. They show the effectiveness and reliability of the proposed method by 
testing the algorithm with various real-world datasets. Wu et al. [33] have been 
developed a hybrid fuzzy K-harmonic means (HFKHM) clustering algorithm based on 
improved possibility c-means clustering (IPCM) and K-harmonic means (KHM).  

HFKHM solves the noise sensitivity problem of KHM and improves the memberships 
of IPCM by combining the merits of KHM and IPCM. The performance of HFKHM is 
compared with those of KHM and IPCM on several datasets. Experimental results 
indicate the superiority of HFKHM. Shamshirband et al. [34] proposed a density-based 
fuzzy imperialist competitive clustering algorithm (D-FICCA) for detecting the 
malicious behavior in wireless sensor network.  

In one of research, PSO based k-means clustering is applied to generate clusters [35]. 
An improved technique which combines chaotic map particle swarm optimization with 
an acceleration strategy is proposed, since results of one of the most used clustering 
algorithm, K-means can be jeopardized by improper choices made in the initializing 
stage. Accelerated chaotic particle swarm optimization (ACPSO) searches through 
arbitrary data sets for appropriate cluster centers and can effectively and efficiently find 
better solutions [36]. In one of research suggest another way of combining K-Means 
and PSO, using the strength of both algorithms. Most of the methods introduced in the 
context of clustering, that hybridized K-Means and PSO [37]. In a research a 
population-based clustering technique, which attempts to integrate different particle 
swarm optimizers (PSOs) with the famous k-means algorithm, is proposed. More 
specifically, six existing extensively studied PSOs, which have shown promising 
performance for continuous optimization, are hybridized separately with Lloyd’s k-
means algorithm, leading to six PSO-based clustering methods. These PSO-based 
approaches use different social communications among neighbors to make some 
particles escape from local optima to enhance exploration, while k-means is utilized to 
refine the partitioning results for accelerating convergence [38]. 

4. SSPCO Optimization Algorithm 

The basic idea of this optimization algorithm is taken from the behavior of the chicks 
of a type of bird called See-see partridge. The chicks of this type of bird are located in a 
regular queue at the time of danger to reach a safe place and they start to move behind 
their mother to reach a safe point. To simulate the behavior of the chicks of this bird in 
the form of an optimization algorithm, each chick is considered as a particle of the 
suboptimal problem. The state of each particle should be according to the behavior of 
this type of chicks in a regular queue that we know this queue takes us to the best 
optimal point and this does not mean that minimizing the search space, but also, it is 
converging particles after some searches in a regular queue to the best point answers 
(bird mother). According to Figure 1, each chick in the search space seeks to find a 
chick with the priority of a unit higher than itself and it tries to adjust its motion 
equation based on this chick. 
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Figure 3. Chicks motion in SSPCO algorithm 

In the algorithm, consider a variable for each particle entitled as priority variable. For 
particle  a priority variable defined. In every assessment, when a particle was better 
than the best personal experience or local optimum; a unit is added to the priority 
variable of that particle: 

   .   .       . . 1 i best best i i iif X cost P P X position and X priority X priority> → = = +  (4) 

�  The cost of each particle in the benchmark, ���� is the best personal experience 
of each particle, and �  is the location of each particle. In every time of 
assessment, if the local optimum is better than the global optimum and vice versa, the 
particle’s priority variable goes higher and a unit is added to it: 

                  . . 1best best best best i iif P G G P and X priority X priority> → = = +  (5) 

���� is the global optimum. The motion equation of each particle is set almost similar 
to the particle swarm algorithm in the form of equation 4: 

. . .i i iX position X position X velocity= +  (6) 

�  is the velocity of each particle or chick. Then, Chickens sorted in array 
based on priority variable. 

1. * . * ()*[ ( . )] .  i i i iX velocity w X velocity c rand position X priority X position+= + − (7) 

�  is the velocity of the particle, w is the coefficient impact  of the previous 
velocity in the current velocity equation of particle, c is the coefficient impact  of 
position of particle with upper priority in the current velocity equation of particle, 

is a random number between 0 and one to create a random movement for 
particles, ���  is the location of the particle with one level higher 
priority than the current particle that the current particle tries to adjust its velocity 
according to the particle, �  is the current location of the particle. It can be seen 
that, according to Equation 6, each particle adjusts its movement based on a particle 
with one level higher priority [8].  

4.1 Chaotic Theory 

Simulation dynamic behavior of nonlinear systems called chaos. It has raised 
enormous interest in different fields of sciences such as synchronization, chaos control, 
optimization theory, pattern recognition and so on [39]. In optimization algorithms 
based on the chaos theory, the methods using chaotic variables instead of random 
variables are called chaotic optimization algorithm (COA). COA is a stochastic search 
methodology that differs from any of the existing swarm intelligence methods and 
evolutionary computation. COA can carry out overall searches at higher speeds than 
stochastic searches that depend on probabilities [40]. There are several different chaotic 
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sequences which the most commonly used such chaotic sequences are logistic maps that 
are considered in this paper. Logistic maps are frequently used chaotic behavior maps 
and chaotic sequences can be quickly generated and easily stored. For this reason, there 
is no need for storage of long sequences [41]. In this study, we substitute the random 
parameters in PSO with sequences generated by the logistic map. The parameters 
random are modified by the logistic map based on the following equation: 

( ) ( ) ( )( )1 1t t tCr k Cr Cr+ = × × −  (8) 

In Eq. (5), k =4 and for each independent run, Cr(0) is generated randomly, which 
Cr(0) not being equal to {0, 0.25, 0.5, 0.75, 1}.. 

 
1.//initialize all chicken by (�) (�) 
2.Initialize by (�) (�) 
3.Repeat 
4.  For each chicken   
5.     //update the chicken’s best position and priority  
6.     If  � �   then 
7.    � � 
8.     � � 
 9.    End  if 
10.    //update the global best position and priority 
11.     If  �  then 
12.          � 
13.          � � 
14.     End  if 
15.  End  for 
16.   //update chicken’s velocity and position 
17.   For each chicken   
18.        For each dimension  
19.     � � ���� 
20.     �,� �,� �,� 
21.        End  for 
22.   End  for 
23.   //advance iteration 
24.    
25.Until  s 
Algorithm. 1.  Pseudo code of Chaotic SSPCO algorithm 

4.2 Improved SSPCO Algorithm 

In the original SSPCO Algorithm, since each particle moves in the search space 
guided only by its historical best solution the location of the particle with one level 
higher priority than the current particle, it may get trapped in a local optimal solution 
when current global best solution in a local optimum and not easy for the particle 
escapes from it. To solve such problem, in this section, one improvement strategies are 
proposed. From (6), we observe that only the information of the historical best position 
the location of the particle with one level higher priority than the current particle of all 
particles is utilized. As a matter of fact, the information of the best neighbor  (��������)��� of the location of the particle with one level higher priority than the 
current particle  may provide a better guidance than the particle with one level higher 
priority than the current particle. We explain how to define the neighbors and to 
determine the best neighbor (��������)��� of the location of the particle with one level 
higher priority than the current particle . In order to define appropriate neighbors, 
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different approaches could be used. In this paper, the neighbors of  are defined by 
using the mean Euclidean distance between  and the rest of solutions. Let  be 
the Euclidean distance between  and  and let  be the mean Euclidean distance 
for  . Then   can be computed as follows: 

( )1
,

1

M

j
i

d i j
md

M
==

−
∑

 (9) 

By (10) if  , then  could be accepted as a neighbor of  . In addition, we 
can also use a more general and flexible definition to determine a neighbor of  . 

( ) ,if d i j r≤  (10) 

, then  is a neighbor of  . 
If (11) is used, then a new parameter  ( ), which refers to the “neighborhood 

radius,” will be added to the parameters of SSPCO. If , it turns to the standard 
PSO. With the value of  increasing, the neighborhood of  enlarges or its 
neighborhood shrinks as the value of  decreases. Once the neighbors are determined, 
we select the best position among the neighbors of  as the best neighbor (��������)��� .  

After determining the best neighbor (��������)���, we give a new way moving for each 
particle. If (��������)��� , we set: 

( ) 1
. * . * ()* .

priority i

best
i i N iX velocity w X velocity c rand P X position

+
= + −  (11) 

If
( )

( )
1 1( )  ( . )

priority i

best
N if P f position X priority

+ +> , then set: 

( ) [ ], 1 ,. * * 0,1 * ( .i i d i i dX velocity w v C Rand position X priority x+= + −  (12) 

Also moves to a new position by the following equation.  

. . .i i iX position X position X velocity= +  (13) 

4.3 SSPCO Applied to Clustering 

Given a database with C classes and N parameters, the classification problem can be 
seen as that of finding the optimal positions of C center in an N-dimensional space i.e. 
That of determining for any center its N coordinates, each of which can take on, in 
general, real values. With these premises, the i-th individual of the population is 
Encoded as it equation 9. 

1 1( , , , , , )C C
i i i ip p v v→ → → →… …  (14) 

Where the position of the j-th center is constituted by N real numbers representing, 
its N coordinates in the problem space. 

(? )
(1, ) ( ,1)n? ? , ,j j j

i i Np p p=  (15) 

And similarly the velocity of the j-th center is made up of N real numbers 
representing, its N velocity components in the problem space. 

1, ,1{ , , }j j j
i i Nv v v→ = …  (16) 
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Then, each individual in the population is composed of 2*C*N components, each 

represented by a real value. 
 

1.//initialize all chicken by (�) (�) (input is a 
clustering form according chaotic theory) 
2.Initialize by (�) (�) 
3.Repeat 
4.  For each chicken   
5.     //update the chicken’s best position and priority  
6. �→� �→� �→� �→� 
    �→� �,�� �,�� 

7.     If  � �   then 
8.    � � 
9.     � � 
 10.    End  if 
11.    //update the global best position and priority 
12.     If  �  then 
13.          � 
14.          � � 
15.     End  if 
16.  End  for 
17.   //update chicken’s velocity and position 
18.   For each chicken   
19. If  �(��������)������� ��� 
20.     �,� �,� �(��������)������� �,� 
21. If  �(��������)������� ��� 
22.     �,� �,� ����,� 
23.     �,� �,� �,� 
24.        End  for 
25.   End  for 
26.   //advance iteration 
27.    
28.Until  s 
29. clustering form=gbest(index of cluster-heads and 
members) 

Algorithm.2. Pseudo code of Proposed Method 

5. Simulation and Result 

In this paper, proposed algorithm was compared with PSO-Clustering and ABC-
Clustering. PSO clustering algorithm by these parameters has solved the problem of 
clustering. n = 50, =1000, =. 05,  = -. 05, = 2, = 2, = .09, = 
.04. Artificial bee colony clustering algorithm has the following parameters [30]. The 
size of the colony is 20, the maximum ring is 1000, and a total of 20,000 are assessed. 
In this study, 13 datasets of UCI database are tested for clustering problem [42]. 75% of 
the data for each data set is dedicated to education and 25% to testing. First, to briefly 
discuss data collections in this study, all the attributes are expressed and presented in 
Table 1 [22]. 
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Table 1. Properties of the problems. [17] 
Class  Input  Test  Train  Data   
3  4  156  469  625  Balance  
2  30  142  427  569  Cancer  
2 9 175 524 699 Cancer-Int 
2  51  172  518  690  Credit  
6  34  92  274  366  Dermatology  
2  8  192  576  768  Diabetes  
5  7  82  245  327  E. coli  
6  9  53  161  214  Glass  
2  35  76  227  303  Heart  
3  58  91  273  364  Horse  
3  4  38  112  150  Iris  
3 5 53 162 215 Thyroid 
3  13  45  133  178  Wine  

5.1 Results and Discussions 

Each pattern should be part of the cluster closest to Euclidean distance with the 
cluster’s center. The data is divided into two pieces, 75% of the training data and 25% 
of the final test data. Classification Error Percentage According to equation 17 is 
calculated [30]: 

( )    100
    

misclassification examplesCEP Classification Error Percentage
size of test data set

= ×  (17) 
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Figure 4. Clustering Form in Several Iterations 

Results of PSO, ABC, GA, DE and SSPCO algorithms on the basis of the 
classification error on 13 issues of clustering are given in Table 2. All of the results 
were obtained from an average of 20 runs. 
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Table 2. Classification error percentages of the meta-heuristic algorithm 
DE GA PSO ABC SSPCO   
28.53 29.65 25.74 15.38 15.36 Balance  
3.16 8.54 5.81 2.81 4.15 Cancer  
1.50 3.98 2.87 0 4.49 Cancer-Int 
16.35 25.10 22.96 13.37 15.92 Credit  
4.20 8.06 5.76 5.43 16.11 Dermatology  
19.42 26.25 22.50 22.39 16.66 Diabetes  
13.85 15.02 14.63 13.41 13.89 E. coli  
42.15 40.16 39.05 41.50 13.56 Glass  
15.12 18.59 17.46 14.47 14.03 Heart  
40.21 42.40 40.98 38.26 12.22 Horse  
1.92 3.60 2.63 0 4.48 Iris  
4.17 6.59 5.55 3.77 3.31 Thyroid 
3.61 3.43 2.22 0 5.12 Wine  

The average Classification error percentage for all 13 data sets showed that the 
proposed algorithm has the lowest percentage of error. The average Classification error 
percentage on the full data set for proposed algorithm is 10.71%, while the percentage 
errors of ABC and PSO are 13.13% and 15.99%. 

Table 3. Classification error percentages of the techniques. [17] 
VFI RidorNBTreMultiBoostBaggingKStarRBFMlpAnnBayesN

et 
PSO  ABC  SSPCO   

38.8520.6319.7424.20 14.77 10.2533.619.2919.7425.74  15.38  15.36  Balance  
7.34 6.637.69 5.59 4.47 2.44 20.272.934.19 5.81  2.81  4.15  Cancer  
5.71 5.485.71 5.14 3.93 4.57 8.17 5.253.42 2.87 0.00 4.49 Cancer- Int 
16.4712.6516.1812.71 10.68 19.1843.2913.8112.1322.96  13.37  15.92  Credit  
7.60 7.921.08 53.26 3.47 4.66 34.663.261.08 5.76  5.43  16.11  Dermatology  
34.3729.3125.5227.08 26.87 34.0539.1629.1625.5222.50  22.39  16.66  Diabetes  
17.0717.0720.7331.70 15.36 18.2924.3813.5317.0714.63  13.41  13.89  E. coli  
41.1131.6624.0753.70 25.36 17.5844.4428.5129.6239.05  41.50  13.56  Glass  
18.4222.8922.3618.42 20.25 26.7045.2519.4618.4217.46  14.47  14.03  Heart  
41.7531.8631.8638.46 30.32 35.7138.4632.1930.7640.98  38.26  12.22  Horse  
0.00 0.522.63 2.63 0.26 0.52 9.99 0.002.63 2.63  0  4.48  Iris  
11.118.5111.117.40 14.62 13.325.55 1.856.66 5.55 3.77 3.31 Thyroid 
5.77 5.102.22 17.77 2.66 3.99 2.88 1.330.00 2.22  0  5.12  Wine  

 
Result showed in data set of Balance, Diabetes, Glass, Heart, Horse and Thyroid 

proposed algorithm have minimum Classification error. In data set of Cancer, KStar has 
best performance, in data set of Cancer-Int ABC algorithm has the best performance, in 
Credit data set, method of BayesNet has best performance, in Dermatology methods of 
BayesNet and NBTree has minimum Classification error, in data set of E.coli ABC has 
best performance, in Iris, ABC and MlpAnn are best algorithms for clustering and in 
Wine, ABC and BayesNet has best Classification error.  

Table 4. Average classification error percentages and ranking of the techniques[17] 
VFI  Ridor  NBTree  MultiBoos

t  
Bagging  KStar  RBF  MlpAnn  BayesNet  PSO  ABC  SSPCO   

18.89  15.38  14.68  22.92  13.30  14.71  26.93  12.35  13.17  15.99  13.13  10.71  Average  
10  8  7  11  5  6  12  2  4  9  3  1  Rank  

 
In total, the proposed method has been the best performance. proposed algorithm in 6 

data set is best rank, ABC in 3 data set is best rank, KStar in 1 data set is best, BayesNet 
in 3 data set is best, MlpAnn in a data set and NBTree also in an data set is best rank. 
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Table 5. Standard deviation classification in the techniques[17] 
VFI Ridor NBTree MultiBoost Bagging KStar RBF MlpAnnBayesNet PSO ABC SSPCO  
3.36 9.33 7.03 5.55 6.30 3.35 5.85 4.25 8.86 9.23 7.23 6.89 Balance  
0.11 1.03 0.88 0.22 0.33 0.77 0.71 0.96 0.13 1.22 0.21 0.53 Cancer  
0.55 2.63 0.37 0.64 0.96 1.35 0.68 0.54 0.55 2.30 0.88 0.86 Cancer- Int 
6.23 6.69 9.36 7.66 8.57 14.58 6.63 8.80 9.00 4.58 7.05 9.08 Credit  
5.22 5.55 9.35 5.63 6.66 8.03 7.00 7.66 6.68 5.25 6.25 7.83 Dermatology  
5.66 9.54 6.21 5.69 6.22 2.36 4.05 6.69 5.59 9.98 6.10 6.61 Diabetes  
4.30 12.05 3.23 8.55 6.33 4.38 5.32 5.53 6.01 6.69 5.25 6.52 E. coli  
6.28 9.23 6.35 7.35 4.69 3.36 7.05 7.22 7.00 9.35 6.68 7.30 Glass  
4.41 8.32 4.33 6.65 4.66 2.20 4.45 5.02 6.52 7.78 4.47 5.74 Heart  
6.60 8.00 6.61 4.63 9.98 2.68 7.50 6.69 7.04 10.03 6.68 7.45 Horse  
0.88 3.02 1.08 0.69 0.99 1.58 0.78 1.01 0.98 0.22 0.98 1.03 Iris  
0.22 1.50 1.00 0.36 0.65 0.20 0.44 0.65 0.44 0.55 0.55 0.67 Thyroid 
3.03 1.01 1.32 2.03 1.10 0.69 2.00 0.65 1.56 1.11 2.30 1.12 Wine  

 

Table 6. Mean of Standard deviation classification in the techniques[17] 
VFI Ridor NBTree MultiBoost Bagging KStar RBF MlpAnn BayesNet  PSO  ABC  SSPCO   
9.99 13.65 9.14 10.65 13.10 13.30 9.38 8.64 14.29  11.65  14.65  12.59 Balance  
1.00 4.29 1.26 0.88 6.31 1.03 3.33 4.02 1.25  3.35  3.32  5.30 Cancer  
2.08 3.31 0.56 1.03 1.30 3.63 1.22 4.26 2.16 6.35 5.52 2.21 Cancer- Int 
7.59 12.06 13.10 5.23 2.36 25.20 12.28 11.26 11.02  8.42  11.03  13.55 Credit  
9.19 11.89 16.35 4.36 15.24 1.02 9.02 9.64 10.08  12.27  12.20  14.20 Dermatology  
8.05 14.10 11.23 12.23 16.61 19.00 16.46 11.07 15.50  16.61  16.43  19.12 Diabetes  
9.18 10.00 6.64 9.46 14.41 10.03 22.29 6.62 8.55  18.25  20.25  23.35 E. coli  
14.88 12.21 11.90 13.64 16.55 16.66 14.59 9.18 14.20  16.44  17.20  17.21 Glass  
7.78 9.91 6.55 9.80 8.89 8.92 9.94 6.64 9.68  8.29  10.00  10.05 Heart  
12.75 15.15 10.71 20.06 11.06 4.42 12.03 9.75 15.28  22.29  25.31  27.20 Horse  
1.73 6.44 6.45 1.06 6.68 8.84 6.30 6.89 6.64  6.54  2.56  9.32 Iris  
0.88 2.69 4.22 0.85 4.26 2.22 2.05 4.21 2.24 2.23 6.25 4.30 Thyroid 
7.17 6.64 6.44 1.06 6.64 8.48 7.89 1.88 3.65  4.02  4.58  8.54 Wine  

The standard deviation of proposed method is showing of diversity of the solutions for 
find the best clusters. Also in table 7 is showing that run time of proposed algorithm for 
clustering problem is low. 

Table 7. Run Time of classification in the techniques 
VFI NBTreeMultiBoost Bagging KStar RBF  MlpAnnBayesNetPSO  ABC  SSPCO  
3.36 7.035.55 6.30 33s 65s  105s 25s 27s  57s  29s Balance  
0.11 0.880.22 0.33 36s 54s  84s 28s 30s  33s  32s Cancer  
0.55 0.370.64 0.96 9s 16s 66s 89s 17s 53s 10s Cancer- Int 
6.23 9.367.66 8.57 33s 40s  94s 44s 21s  102s  35s Credit  
5.22 9.355.63 6.66 26s 28s  37s 25s 35s  85s  30s Dermatology  
5.66 6.215.69 6.22 58s 39s  115s 26s 39s  92s  32s Diabetes  
4.30 3.238.55 6.33 21s 28s  64s 18s 25s  51s  27s E. coli  
6.28 6.357.35 4.69 17s 25s  71s 14s 19s  41s  19s Glass  
4.41 4.336.65 4.66 09s 19s  95s 22s 15s  27s  12s Heart  
6.60 6.614.63 9.98 10s 52s  73s 66s 14s  18s  11s Horse  
0.88 1.080.69 0.99 19s 12s  112s 32s 13s  29s  8s Iris  
0.22 1.000.36 0.65 21s 16s 19s 17s 18s 17s 10s Thyroid 
3.03 1.322.03 1.10 22s 14s  71s 19s 9s  40s  10s Wine  

Table 8. The total results of the proposed algorithm 
standard 
deviation 

average standard 
deviation 

maximum 
error 

Average error least error   

6.89 12.59 16.01 15.91 15.36 Balance  
0.53 5.30 5.68 5.1 4.15 Cancer  
0.86 2.21 5.30 4.85 4.49 Cancer- Int 
9.08 13.55 19.01 16.20 15.92 Credit  
7.83 14.20 19.05 17.06 16.11 Dermatology  
6.61 19.12 17.20 16.89 16.66 Diabetes  
6.52 23.35 15.24 14.99 13.89 E. coli  
7.30 17.21 13.95 13.88 13.56 Glass  
5.74 10.05 15.40 14.44 14.03 Heart  
7.45 27.20 14.85 13.30 12.22 Horse  
1.03 9.32 4.82 4.68 4.48 Iris  
0.67 4.30 3.64 3.55 3.31 Thyroid 
1.12 8.54 6.11 5.30 5.12 Wine  

 
In this section, proposed algorithm compared to the performance of 3 chaotic particle 

swarm optimization. ACPSO [36], a clustering algorithm based on integration of K-
Means and PSO [37], a population-based clustering technique using particle swarm 
optimization and k-means: PCPSO-Kmeans [38].   
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Table 9. Classification error percentages of the new techniques 
SSPCO PCPSO-KMeans  K-Means-PSO  ACPSO   

15.36 (1)  16.09 (2)  16.45 (3)  16.88 (4)  Balance  
4.15 (1)  5.06 (3)  4.52 (4)  4.19 (2)  Cancer  
4.49 (3) 0.80 (2) 0.23 (1) 4.79 (4) Cancer- Int 
15.92 (1)  17.80 (3)  16.10 (2)  16.89 (4)  Credit  
16.11 (1)  16.38 (2)  17.89 (4)  17.46 (3)  Dermatology  
16.66 (2)  16.08 (1)  17.55 (3)  17.89 (4)  Diabetes  
13.89 (1)  14.00 (2)  14.60 (4)  14.12 (3)  E. coli  
13.56(4)  11.50 (1)  12.90 (3)  12.55 (2)  Glass  
14.03 (1)  15.23 (2)  15.36 (3)  15.46 (4)  Heart  
12.22 (1)  12.29 (2)  12.83 (4)  12.49 (3)  Horse  
4.48 (3)  1.29 (2)  0.88 (1)  4.87 (4)  Iris  
3.31 (1) 4.12 (2) 4.61 (4) 4.52 (3) Thyroid 
5.12(3)  0.12 (2)  0.00 (1)  0.00 (1)  Wine  

6. Conclusion 

Clustering analysis, used in many disciplines and applications, is an important tool 
and a descriptive task seeking to identify homogeneous groups of objects based on the 
values of their attributes. In this paper by using chaotic improved SSPCO optimization 
algorithm, a clustering technique was presented at 13 benchmark tests which were 
compared with 11 other clustering algorithms on the benchmarks. The technique 
measures the performance of similar clustering patterns, which are classified in a cluster 
with other clusters, as well as the diversity and specific clustering of error, as compared 
to the techniques of clustering index, defining that the proposed algorithm in 5 sets with 
the lowest error clustering in clustering techniques were compared between 12 
techniques and 5 other data collections have been good, and a total of 13 benchmarks 
have had the lowest average error. Results show that proposed clustering algorithm has 
much potential. 
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