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on discovery component and especially various genetic operators that play an important 
role in the performance of the systems. However, Nakata et al. [12] introduced XCS 
with a novel rule discovery mechanism that was an extension of the compact genetic 
algorithm (cGA) to XCS. In detail, their rule discovery mechanism evolves classifiers 
and mutates classifier conditions using the probability vector as attribute feedback. 
Their experimental result showed that XCS with their rule discovery mechanism (or 
XCScGA) can reach optimal performance with fewer rule evaluations and with smaller 
population sizes in the Boolean multiplexer problem. 

Butz et al. [13] showed that successful genetic learning depends on fitness pressure to 
more accurate rules. They found that proportionate selection will not lead to adequately 
strong fitness pressure so that XCS is not able to learn a problem. To overcome this 
problem, they proposed tournament selection and experimentally showed that 
tournament selection leads to more stable, reliable and focused pressure along with 
higher accuracy. 

In [14], researchers have presented theoretical models of selection pressure in XCS 
for proportionate and tournament selection. The models confirmed the results obtained 
in previous empirical research on proportionate and tournament selection methods and 
showed that tournament selection is stronger in making pressure to fitness. So either 
empirically or theoretically, it is recognized that tournament selection works stronger 
because it does not depend on the fitness of each classifier.  

In [15], researchers introduced a new crossover operator called BLX for use in XCS 
and then measured its performance to two-point crossover operator common in XCS. 
The results of their experiments for different problems show that operator BLX on 
average acts better than two-point crossover operator. Finally, researchers, by 
examining XCS performance using different crossover operators point out the fact that 
different operators should be selected and used carefully and according to the problem. 

In [16], a self-adapting mutation mechanism has been proposed to be used in XCS. 
The results of applying the algorithm in various test environments have shown that self-
adapting mutation rate can reduce integrity problems in long classifiers' chain and lead 
to increasing the efficiency sufficiently. 

This paper introduces a new mutation operator for discovery component of XCS. The 
genetic algorithm (GA) with the typical mutation operator is replaced with proposed 
mutation operator. The performance measured when using the new mutation operator in 
XCS is tested on solving multiplexer problems.  

The paper is structured as follows. Section 2 provides a short overview of XCS with 
all details that are important for the remainder of paper. The extended XCS with the 
new mutation GA is introduced in Section 3. The new model is confirmed 
experimentally in Section 4. And finally, in Section 5 the conclusions are drawn. 

2. eXtended Classifier System(XCS) 

XCS, as an online learner machine, gains knowledge in interaction with an 
environment with little knowledge about it and evolves it over time. XCS knowledge is 
represented in the form of a set of rules each of which is called a classifier. So, XCS has 
[P] set that contains produced and evaluated classifiers so-called population. Each 
classifier has two main parts, condition and action, and a series of learning parameters 
that maintain the quality. These parameters are P prediction of the amount of reward in 
the future,  prediction error of the past and F fitness of a classifier to other classifiers. 
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Also each classifier has the parameter num that keeps the number of classifiers covered 
by the classifier. The coverage means classifiers with the same condition and action. 

According to Figure 2, the XCS's learning cycle is as fallow. It receives an input such 
as 0011 and then searches its current knowledge base, [p], following a set of classifiers 
that their condition matches to the current input such as #011 and these classifiers make 
a matched set [M]. It should be noted that the alphabet used in this study to show 
condition and action is ternary alphabet {0, 1, #} where # (don’t care) means the input 
can be any value of 1 and 0. 

 
Figure 2. Learning Cycle in XCS 
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Since the matched set classifiers may propose different actions therefore an action 
should be selected. In some cases, the proposed action is random to explore the 
environment and in other cases is deterministic and based on previous learning. In both 
cases, before applying the proposed action to the environment all classifiers advocated 
the selected action make a new set called action set [A]. Then the system action 
proposed is applied to the environment. Finally, environment provides a feedback, 
indicating the desirability of the proposed action. This feedback updates various 
parameters of learning all classifiers of the action set [A]. 

Learning parameters of classifiers of the action set are updated by learning 
reinforcement component that is intended for the system .Therefore the prediction and 
prediction error will be updated such as (1). 

( ) ( ) ,    P P R p R Pβ β← + − ← + − −ε ε ε                (1)  
Where (0 1)β β< <  is learning rate, and accuracy k and relative accuracy k' of 

classifiers are calculated by (2). 
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Where 0 , α ε  and ν  are learning parameters to calculate the fitness by (3). 

( )F F k Fβ ′← + −                   (3) 

2.1 The Discovery Component 

A standard discovery component is comprised of a genetic algorithm and a covering 
mechanism. The main role of a covering mechanism is to ensure that there is at least 
one classifier in population [P] that handle the system input. If such a classifier does not 
exist, a new classifier is produced by adding some number of #'s at random to the input 
data and then selecting a random action [17]. For example, a new rule such as 0#110#00 
might be created from the input data 00110100. The parameter Values of a new created 
classifier are calculated according to average parameter of the present population in the 
system. 

A covering operator at the beginning might be used to make an initial population. The 
covering operator can be implemented by different methods such as the rate of using # 
to create the new rule, how to calculate a new classifier parameter and which covering is 
called. In fact, a covering operation allows the system to present a new hypothesis to 
solve a problem [18]. 

A genetic algorithm produces new rules according to the knowledge of the present 
population. Usually, LCSs use a genetic algorithm in a steady state as a covering 
mechanism. This means that at any time of using the genetic algorithm only 2 classifiers 
are selected. In this case, the population rules are changing with no defined 
understanding of a generation. This differs from a generation genetic algorithm in which 
all or the bulk of the population is re-changed from a generation to another [19]. Like a 
covering mechanism, determining how a genetic algorithm is applied in a LCS 
algorithm is a problem very different from a system to another. Answering 3 below 
questions can be the best index to classify the systems: 1-Where should an algorithm be 
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applied? 2-When should an algorithm be applied? And 3- What operators should be 
used? 

A set of classifiers on which a genetic algorithm is applied can have a significant 
effect on their evolutionary pressure. Primitive systems applied a genetic algorithm on 
[P] or classifiers' initial population [20]. Methods such as restricted mating and niching 
applied a genetic algorithm on [M] and then later to [A] that today they are used in 
modern systems such as XCS [21].  

Mutation and crossover are 2 known operators of a genetic algorithm that both 
mechanisms are called by parameters determining their relative application probability. 
Historically, most of initial LCSs use a one-point crossover operator. But an interest in 
discovering complex building blocks [22, 23] led to test operators such as tow-point, 
informed and uniform cut in XCS [24].  

2.2 The Genetic Algorithm in XCS 

One of the most complex parts of XCS is discovery component of classifiers [25]. 
Wilson for the first time used a genetic algorithm (GA) to make new classifiers on 
actions set. Before that, GA has been used for new classifiers exploration on match sets 
or the whole population [4]. 

First, all action sets are checked whether GA should be apply on the Current set or 
not? If average time period of the last time of using discovery component for action sets 
is higher than threshold ϴGA, discovery component will be applied. Then, two 
classifiers are selected by Roulette wheel and according to their fitness to the whole 
population fitness then new offspring are created out of them. It is possible that new 
offspring are changed following crossover operations with the probability  and/or 
mutation with the probability . If offspring are affected by crossover operations, their 
values of prediction, prediction error and fitness are initialized with average value of 
parents. Finally, new offspring after deletion operation are added to the population of 
classifiers. But before that if covering deletion operation is allowed each offspring is 
examined to determine whether it is covered by parents or not. If yes, they are not added 
to the population and parent's num value is increased. 

3. The Proposed Algorithm 

In this section, in addition to defining concepts such as central classifier, 
neighborhood and introducing the operator k-flip, a mutation operator is introduced to 
be used in discovery component of XCS that leads to increased speed and quality of 
learning. The new system is called XCS-KF. 

3.1 The Central Classifier 

The central classifier, F, is the best classifier of set [A] is selected as according to 
indicators such as the Best fitness, Most Accuracy or Numerate. In fact, the central 
classifier is local optima [26] that finds during a local search operation. In Figure 3, 
Pseudo code of IDENTIFY function is given to determine the central classifier. 
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[ ]( )

[ ]

  

 1    0
 2   0
 3         
 4             ( .  )
 5                     .
 6                   

IDENTIFY Central Classifier A

bestclassifierindex
MaxValue
for each classifier cl in A

if cl F MaxValue
MaxValue cl F
bestcla

←
←

>
←

 7   
 

  
index

bestclassifierindex

ssifierindex cl
return cl

←

 

Figure 3. Pseudo code to detecting of central classifier (Best fitness) 

3.2 Neighborhood 

The notion of neighborhood is essential to understand the proposed algorithm. In a 
search space, solution s' is termed a neighbor of s if the prior can be reached from the 
latter in a single step. The neighborhood N(s) of a solution s is the set of all its 
neighbors. Defining neighborhood in problems with a combinatorial search spaces is 
difficult and challenging. Combinatorial search spaces are finite and are used for 
problems with limited size, where each solution in a problem search space is 
represented by a series of variables. In such a space, if solutions of problem are 
representation of variable , each of them taking values from a domain  and each of 
combined values of different variables is possible, then search space S will be equal to 

 In such a space, the relationships between neighbors can be defined 
according to modifications in one or more variables. For example, binary strings are a 
typical way to show solutions in XCS algorithm. In this case, solutions belong to  
and a set of s' nested neighborhoods can be defined for solution s as follows 

′ ′  Where ′   is ′ Hamming distance [27]. 
3.3 The Operator k-flip 

The concept of neighborhood can be explained with the help of the moving operator. 
Usually, using the operator in candidate solution s and its partial changes we can reach 
solution s' in its neighborhood. Transferring from solution s to another one like solution 
s' in its neighborhood is shown as ′  . If  Γ  is a set of all possible 
movements considered for s, then all its neighbors are defined as
Γ . One of the widely used moving operators to determine neighbors in problems of 
binary space is . The operator changes  variable of a solution and in 
this way each s neighbor ′  has Hamming distance equal to k. 

3.4 The Heuristic Mutation Operator 

XCS with the help of a genetic algorithm seeks to explore answer-prone areas in 
problem-solving space and find optimized solutions in the areas. Exploration operation 
is possible mostly through using crossover operator and finds solutions in the areas by a 
local search with the help of mutation operator. XCS operates well in finding areas with 
solutions of problem-solving, but it operates slowly in approaching final solutions. 
Then, it was attempted to solve the problem by changing the mutation operator of a 
genetic algorithm. For this purpose, here a 2-step mutation operator is presented. 
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 Step one, both condition and action of each new classifier are mutated according to 
the procedure presented in the following. The mutation in the condition changes values 
of each classifier's variables with the probability  to # or corresponding value in the 
current input  to cover the system input. This operation is called the limited 
mutation. Mutation in the action changes it equal probability to the other action. Figure 
4 shows Pseudo code of MUTATION function. 

 

( )

{
[ )( )

[ ]( )
[ ] [ ]

[ ]

APPLY MUTATION cl , 
1        0
2       

3                   0 ,1  

4                  . #

5                        .
6                
7                        . #
8 

i
do

if RandomNumber

if cl C i

cl C i i
else

cl C i

σ

µ

σ

←

<

=

=

=

( )
[ )( )

               
9         }     .

10         0 ,1  

11               .     

i
While length of cl C

if RandomNumber

cl A a randomly chosen another action

µ

+ +

<

←

 

Figure 4. Pseudo code of Mutation operation 

Step two, during FLIPPING operation, values of max k variable of the each new 
classifier condition is flipped using operator . This process is done according to 
corresponding value in the central classifier which is called free mutation operation. So, 
new classifiers are made at max distance k to the central classifier. Here, k is called 
neighborhood radius. Figure 5 shows Pseudo code of FLIPPING function. 

( )

[ )( )
[ ] [ ]( )

[ ] [ ]

FLIPPING cl ,  F ,  
1        0
2        {

3                 0 ,1  *0.5

4                        . ! .

5                               . .
6       
7       }  (   

k
i
do

if RandomNumber k

if cl C i F C i

cl C i F C i
i
while i le

←

<

=

=

+ +
<   . )ngth of cl C

 

Figure 5. Pseudo code of FLIPPING function 

3.5 The New Genetic Algorithm 

Figure 6 shows the flowchart of the new genetic algorithm. After initialization 
parameters that are needed. Two classifiers, as Parents, for reproduction are selected by 
the Roulette wheel. These two classifiers are selected according to the fitness to other 
classifiers in set [A]. After selecting parents, two classifiers cli and clj are produced, and 
their different parameter values are initialized according to the parents. Then, crossover 
operator is applied with the probability  on cli and clj. If classifiers are changed by 
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crossover operator, their predication parameter values are initialized according to 
average values of parents. Here, two-point crossover operator is used. Following 
selection and crossover operations, with the help of the IDENTIFY function, the central 
classifier is selected. After that, with the probability  and the applying of the APPLY 
MUTATION and FLIPPING function, classifiers cli and clj previously made are 
changed in a way that are in the neighborhood of the central classifier. In other words, 
new classifiers are selected in the neighborhood of the central classifier. It is likely to 
discover better classifiers by exploring in the neighborhood of the central classifier as a 
local optima. So creating new classifiers in the neighborhood of the central classifier 
can be effective on more rapid final solutions' achievement.  

Finally, new classifiers are added to the population competing their parents. But 
before that, if covering deletion operation is allowed during exploration operation, each 
of classifiers cli and clj are examined by parents or any member of the population in 
terms of coverage and if they are covered by any of them, new offspring are not added 
to the population, so num value of the classifier is increased. Figure 7 shows Pseudo 
code of the proposed genetic algorithm. 
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Figure 7. The proposed genetic algorithm 
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4. Evaluating the Proposed Algorithm 

To measure the performance of new discovery component and understand the effect 
on XCS performance, the both algorithms XCS and XCS-KF are used to solve a 
problem such as multiplexers. Both algorithms XCS and XCS-KF are compared and 
examined according to the speed of achieving a solution as well as final population size 
to solve a problem such as multiplexers. A problem such as multiplexers is one of one-
step environments providing reward from outside to the system in each time step and 
the system state is independent of previous states at any time step. 

4.1 Multiplexers 

A problem such as multiplexers and using them in LCSs research is very common like 
using them in other fields of machine learning. For many years, they have been used in 
developing LCSs and have several versions. One kind of classifying multiplexers is 
according to their size. Their standard size is usually n+2n (n>=1). Often multiplexers 
are shown as 3- MP(1+21), 6-MP(2+22) and 11- MP(3+23). By increasing the size of 
multiplexers, they will be solved more difficult. In all machine learning fields using 
multiplexers, the system performance depends on multiplexer's size. For example, using 
small multiplexers (3 or 6 MP) no good benchmarks is provided to measure a system 
performance. Instead, using large multiplexers (11 or 20 MP) can provide a good degree 
of difficulty for a learner. Then, a standard multiplexer performance is given. 

A Boolean multiplexer defined for a binary space produces a list of n+2n bit messages, 
where messages' size is equal to the multiplexer size. A learner should receive a 
message produced by a multiplexer and produce a proper response, 0 or 1. First, a 
multiplexer separates the first n bit of a message (address bit) equal to an integer coded 
to binary then converts a bit address into i, an integer coded. Then, the multiplexer 
considers the remaining bit (2n) of a message as data, containing possible solutions of a 
problem. The value of ith bit extracted from a message address is a solution. Finally, if a 
learner provides a response equal to ith bit then the multiplexer gives a positive message 
otherwise it gives a negative message. For example, a multiplexer 3+2³ is consisted of 3 
bits in address and 8 bits in data. If a message  is received, 3 address 
bits show No. 7, so 7th bit of data bits contains a problem solution, here it is 0. If the 
answer is right, the learner receives a positive message. 

4.2 Experimental Parameters 

In XCS, each classifier has different parameters such as used by an 
algorithm during learning process. In addition, an algorithm uses other different 
parameters to have a proper performance and their values differ from a problem to 
another. In each problem using an algorithm, the user should find proper settings 
according to given problem that should be done carefully because will have important 
effects on an algorithm performance. For example, learning 
parameters β α ε υrules discovery parameters χ μ and population 
parameters θ θ  can be mentioned. Other important case of LCSs is 
that reward that in one-step test environments the reward is immediately provided, 1000 
for correct and 0 for a wrong answer. In addition, XCS-KF has a special parameter K 
(neighborhood radius). It should be noted that in all tests, covering deletion operation is 
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allowed and classifiers are controlled before being added to the population in terms of 
coverage by parents and other classifiers of the population. 

4.3 Implementation 

To perform all tests, XCS implemented version by Butz has been used [28]. The 
version has also been used as the base of XCS-KF. Values considered for the algorithm 
different parameters in this study are proposed in [28] α β υ Θ

ε χ μ δ Θ . The population size N 
for multiplexer 11 is 800 and for multiplexer 20 is 2000. 

4.4 Performing Experiment 

To compare the performance of two algorithms XCS and XCS-KF, the 2 algorithms 
are used in an experiment to solve a problem such as 11-MP and 20-MP. Then, the 
results obtained are compared to each other and analyzed statistically. 

In each experiment, number of input is entered the system randomly and for each 
input the system should provide a proper response as its proposed action. Since LCSs 
perform in two exploration and exploiting modes, performance, population size and 
system error are recorded in exploiting mode. 

Performance is the number of correct answers of a system in the last 50 times of 
performing an operation. The system error is average absolute value of the difference 
between the system prediction of selected action and external reward received divided 
by 1000. The population size is existing classifiers. Each experiment has been repeated 
50 runs to ensure the results and finally average performance, error and population size 
has been calculated. 

4.4.1 Multiplexer Problem Analyses 

First, XCS has been used to solve 11-MP average performance, error and population 
size has been calculated. Figure 8a shows that XCS with about 10000 input samples, 
half of them for exploration, has reached 100% performance. Also in this case, the 
system error has approached 0. The Figure 8a of changed population size shows 
changes in the number of the population classifiers. The population size began from 0, 
and after reaching its max it has returned to less than half of the max, about 105 
classifiers. Then, algorithm XCS-KF was used to solve the problem of 11-MP with k= 
4,5,6,8 and selecting the central classifier, i.e. the Best fitness, Most Accuracy or 
Numerate and the results were analyzed. The results showed that the algorithm had the 
highest performance with k= 5 as well as selecting the Best fitness classifier as the 
central classifier. Figure 8b shows average performance, error and population size of 
XCS-KF after repeating the experiment 50 runs. According to the Figure 8 it is found 
that the system had about 6500 inputs with 100% performance and 0 error. Also final 
average population size has been reduced from 105 to 65 classifiers. This means that the 
system produced a set of more general and high-quality classifiers. So XCS-KF to XCS 
35% has reached 100% performance faster and experienced 36% more general rules. 
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(8a) XCS 



 

Journal of Advances in Computer Research  (Vol. 9, No. 1, February  2018) 51-70 
 
 

65 

 
(8b) XCS-KF 

Figure 8. Results in a 11-multiplexer experiment. Blue curve: Performance, the fraction of last 50 
exploit problems correct. Green curve: System error as a fraction of total reward range. Gray curve: 

Population size in classifiers (divided by 1,000). Are averages of 50 runs. 

4.4.2 Larger Multiplexer Problem 

In the following, XCS and XCS-KF were used with the same parameters to solve a 
problem of 20-MP. Figure 9a shows that XCS with about 61000 inputs has reached 
99.8% performance. The population size began from 0, and after reaching its max it has 
returned to 290 classifiers at the end of the experiment. Figure 9b shows average 
performance, error and population size for XCS-KF. According to the Figure 9b it is 
found that the system had about 30000 inputs with 100% performance and 0 error. Also 
final average population size has been reduced from 290 to 160 classifiers. So XCS-KF 
to XCS 50% has reached 100% performance faster and experienced 44% more general 
rules. 
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(9a) XCS 
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(9b) XCS-KF 

Figure 9. Results in a 20-multiplexer experiment. Blue curve: Performance, the fraction of last 50 
exploit problems correct. Green curve: System error as a fraction of total reward range. Red curve: 

Population size in classifiers (divided by 1,000). Are averages of 50 runs. 

5. Data Analysis and Testing Hypothesis 

The study hypotheses were analyzed according to the data obtained from 
implementing two algorithms XCS and XCS-KF to solve the problem of multiplexers. 
This analysis was carried out by applying different statistical tests such as Levene's test 
and independent t-test with the help of statistical software SPSS. Leven test examined 
variables' variance homogeneity and t-test was used to compare the average of 2 
independent samples of quantitative data. In the test, hypotheses null ( ) and 1 ( ) 
are as (4): 
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µ µ
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                                                                                                                      (4) 

Null hypothesis showed that no significant difference was found between average 2 
populations. While hypothesis 1 showed a significant difference, it should be noted that 
to compare the averages, first variances should be calculated and in fact Variance test is 
prior to the average test. To compare performance, the system error and average 
population size of the 2 algorithms, null hypothesis is as follows: No significant 
difference was found between performance, the system error and average population 
size of the 2 algorithms. 

Here, T-test is used to compare the average results and prove the hypothesis and also 
reject the probability that the relationship between the two averages are random. The 
test results show that the difference between performance, the system error and average 
population size of XCS and XCS-KF is statistically significant at the level (99% >). 

6. Conclusion 

In this study, a two-step mutation operator was introduced to be used in a genetic 
algorithm for discovery component of XCS. The proposed model is called XCS-KF. 
Then to assess its performance, it was used to solve the problem of 11-mp and 20-mp. 
Figure 8b and 9b show how the performance XCS-KF with the new mutation operator 
is better than the traditional XCS. Note that there is statistically significant benefit (T-
test, time taken to reach and maintain optimality over 50 subsequent exploit cycles for 
average of 50 runs, p<0.01) from the new discovery mechanism. So Experimental' 
results showed that XCS-KF clearly has better performance and higher learning speed 
to solve the problem of multiplexers than XCS. Using proposed mutation operator not 
only increases the speed of XCS learning but also produces more general and accurate 
classifiers. It is seen that increased speed learning using proposed algorithm does not 
lead to reduced accuracy of the system. 
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