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Abstract

Facial expressions are the most powerful and direct means of presenting human emotions and feelings and offer a window into a persons’ state of mind. In recent years, the study of facial expression and recognition has gained prominence; as industry and services are keen on expanding on the potential advantages of facial recognition technology. As machine vision and artificial intelligence advances, facial recognition has become more accessible and is now a key technique to be employed and used in creating more natural man-machine interactions, Computer vision, and health care. In this paper, we empirically evaluate facial representation based on statistical local features, Local Binary Patterns, for person-independent facial expression recognition. Different machine learning methods are systematically examined on several databases. Extensive experiments illustrate that LBP features are effective and efficient for facial expression recognition. In this paper, we proposed a face expression detection method based on the difference of a face expression and the allocated special pattern to each expression. The analysis of the image detection system locally and through a sliding window (sliding) at multiple scales, are estimated. Multiple scales are extracted as locally binary features. Through using the change point between windows, points of face are getting a directional movement. Through using points movement of whole facial expressions and rating system that is created the superfluous points are eliminated. The classifications are taken based on the nearest neighbor. To sum up this paper, the proposed algorithms are tested on Cohn-Kanade data set and the results showed the best performance and reliability into other algorithms. We investigated LBP features for the facial skin structural changes, which is seldom addressed in the existing literature.
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1. Introduction

As our demand for more intelligent human-computer interaction grows, Facial expression recognition becomes an ever evolving field of interest involving such vast fields as computer aided vision, machine learning and behavioral sciences. Facial Recognition can be of use in many applications such as security [13], human-computer interaction [16], driver safety [17] and healthcare [11]. Significant advances have been made in the field over the past decade [14, 15, and 20] with increasing interest in non-posed facial behavior in naturalistic contexts [4, 11, 18] and posed data recorded from multiple views [10, 12] and 3D imaging [19].

Common limitations in the field are:

- Inconsistent or absent reporting of inter-observer reliability and validity of expression metadata. Emotion labels, for instance, have referred to what expressions were requested rather than what was actually performed. Unless the validity of labels can be quantified, it is not possible to calibrate algorithm performance against manual (human) standards.
- Common performance metrics with which to evaluate the new algorithms for both AU and emotion detection. Published results for established algorithms would provide an essential benchmark against which to compare performance of new algorithms.
- Standard protocols for common databases to make possible quantitative meta-analyses.

This paper focuses on the process of facial expression recognition in static images which is the foundation of facial expression recognition. Generally, there are two ways for static expression recognition: model based methods and appearance based methods. The difference is in the way we describe the expression information. AAM [3] is a popular model based method, while Cohn and Kanade advocate combinations of AUs [1, 2] to represent expressions. This paper will study appearance aspects and recognizing facial expression using the existing differences...
in various expressions. This type of face recognition is based on human diagnosis meaning that we recognize new expressions by allocating and separating the maximum differences in facial changes with another expression. Experiments on C-K database and a hybrid database show the accuracy of the algorithm [1].

We introduce the previous work in section 2. In section 3, we present the whole algorithm frame work. In section 4, we analyze our proposed algorithm with the previous works. Finally, we conclude our findings in section 5.

2. Review of Facial Expression Recognition

The origin of facial expression analysis goes back into the 19th century when Darwin originally proposed the concept of universal facial expressions in humans and animals. Since the early 1970s, Ekman and Friesen (1975) have performed extensive studies of human facial expressions, providing evidence to support this universality theory [7].

These ‘universal facial expressions’ are those representing happiness, sadness, anger, fear, surprise, and disgust. To prove this, they provide results from studying facial expressions in different cultures, even primitive or isolated ones. These studies show that the processes of expression and recognition of emotions on the face are common enough, despite differences imposed by social rules. Ekman and Friesen used FACS to manually describe facial expressions, using still images of, usually extreme, facial expressions. This work inspired researchers to analyze facial expressions by tracking prominent facial features or measuring the amount of facial movement, usually relying on the ‘universal expressions’ or a defined subset of them.

In the 1990s, automatic facial expression analysis research gained much interest, mainly thanks to progress in the related fields such as image processing (face detection, tracking and recognition) and the increasing availability of relatively cheap computational power. In one of the ground-breaking and most publicized works, Mase and Pentland (1990) used measurements of optical flow to recognize facial expressions [9]. Later, Lanitis et al. used a flexible shape and appearance model for face identification, pose recovery and facial expression recognition. Black and Yacoob (1997) proposed local parameterized models of image motion to recover non-rigid facial motion, which was used as input to a rule-based basic expression classifier[5]; Yacoob and Davis (1996) also worked in the same framework, this time using optical flow as input to the rules. Local optical flow was also the basis of Rosenblum’s work, utilizing a radial basis function network for expression classification. Otsuka and Ohya utilized the 2D Fourier transform coefficients of the optical flow as feature vectors for a hidden Markov model (HMM). Regarding feature-based techniques, Donato, Bartlett, Hager, Ekman, and Sejnowski (1999) tested different features for recognizing facial AUs and inferring the facial expression in the frame [6]. Oliver et al. tracked the lower face to extract mouth shape information and fed them to an HMM, recognizing again only universal expressions.

As can be seen, most facial expression analysis systems focus on facial expressions to estimate emotion-related activities. Furthermore, the introduction and correlation of multiple channels may increase robustness, as well as improve interpretation disambiguation in real-life situations. Most attempts at channel fusion evaluate speech, in addition to facial expressions. Here, expressions may be conveyed by linguistic, as well as prosodic features, such as the fundamental frequency, intensity and pause timing. Cohn and Katz (1998) as well as Chen et al [8] focused on the fundamental frequency, as it is an important voice feature for emotion recognition and can be easily extracted. It has to be noted though, that introducing speech in the expression recognition picture has to be followed by separate provisions for aural and visual information synchronization. This is essential because, in the general case, events regarding these two channels do not occur simultaneously and may affect one another (e.g. visual information from the mouth area generally deteriorates when the subject is speaking) [8].

Generally, we mean to classify 7 basic types of expressions: anger, disgust, fear, happiness, neutral, sadness and surprise. Among all the previous works, the results have presented that the accuracy rates of two expressions, i.e. happiness and surprise, are always high throughout all the reported results. Meanwhile, the samples of the other five expressions are mixed in every dimension. In such circumstances, they first distinguished the two “easy” expressions from the others. Then they could better pay attention to the other five expressions with less interference. More targeted features and some additional information is helpful to improve the classification accuracy of these five expressions [3].

Another study in Facial expression recognition is based on Neural Network approach for Facial Expression Recognition. In this method, Gabor Filtering and PCA is used for recognition[25].Another study in Facial expression recognition is based on a Neuro Fuzzy approach for Facial Expression Recognition. In this method, Local Binary feature extraction and Neuro fuzzy classification is used for recognition. In this approach, an image must be divided into 5 parts. Neuro fuzzy systems had a low Standard deviation but it is considered a difficult method for facial recognition, and thus not an ideal approach.

Regarding feature-based techniques, Donato, Bartlett,
3. The Proposed Method

3.1- Subject Selection

First we implement the algorithm to pinpoint the location of the face and eyes and subsequent extraction of facial region. By means of rotation and alignment the face is normalized and cut from chin to forehead and from ear to ear. The LBP is then extracted and imported into a matrix as can be seen in Figure 1.

3.2- Normalizing the Images

Normalizing the images is done as follows:

a) Rotating the facial image so as to align it vertically
b) Scaling the images so that the distance between the eyes are the same across all samples
c) Cutting of the images to remove the background and scalp
d) Applying histogram equalization for photometric normalization

After processing, each image should be 200x150 pixels. The normalization process is presented in Figure 1.

These steps help us in the extraction of facial features in various facial expressions that have been popular in the past as they result in the highest level of recognition.

3.3- Local Binary Patterns (LBP)

The 3x3 per pixel neighboring LBP function attaches a label to each pixel giving a binary result to each. The LBP function has been widely used for gender recognition.

\[ s(f_p - f_c) = \begin{cases} 
1 & f_p \geq f_c \\
0 & f_p < f_c 
\end{cases} \quad (1) \]

\[ LBP(f_c) = \sum_{p=0}^{7} s(f_p - f_c) 2^p \quad (2) \]

LBP of the center pixel is calculated using equation (2). In equation (1) and (2), \( f_c \) is the pixel center and \( f_p \) is the neighbor of the center pixel. \( LBP^{\mu} \) is the symbol used for a constant LBP [6]. Neighbor LBP in the location of \( p \) is sampled on a circle with a circumference of \( R \).

3.3.1- Comparing local binary patterns to other local descriptors

To gain a better understanding of whether the obtained recognition results are due to general idea of computing texture features from local facial regions or due to the discriminatory power of the local binary pattern operator, we compared LBP to three other texture descriptors, namely the gray-level difference histogram, homogeneous texture descriptor [21] and an improved version of the texton histogram [22]. The details of these experiments can be found in [23]. The recognition rates obtained with different descriptors are shown in Table I.

<table>
<thead>
<tr>
<th>Method</th>
<th>fb</th>
<th>fc</th>
<th>dup I</th>
<th>dup II</th>
<th>lower</th>
<th>mean</th>
<th>upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>Difference histogram</td>
<td>0.87</td>
<td>0.12</td>
<td>0.39</td>
<td>0.25</td>
<td>0.58</td>
<td>0.63</td>
<td>0.68</td>
</tr>
<tr>
<td>Homogeneous texture</td>
<td>0.86</td>
<td>0.04</td>
<td>0.37</td>
<td>0.21</td>
<td>0.58</td>
<td>0.62</td>
<td>0.68</td>
</tr>
<tr>
<td>Texton Histogram</td>
<td>0.97</td>
<td>0.28</td>
<td>0.59</td>
<td>0.42</td>
<td>0.71</td>
<td>0.76</td>
<td>0.80</td>
</tr>
<tr>
<td>LBP (nonweighted)</td>
<td>0.93</td>
<td>0.51</td>
<td>0.61</td>
<td>0.50</td>
<td>0.71</td>
<td>0.76</td>
<td>0.81</td>
</tr>
</tbody>
</table>

It should be noted that no weighting for local regions was used in this experiment. The results show that the tested methods work well with the easiest fb probe set, which means that they are robust with respect to variations of facial expressions, whereas the results with the fc probe set show that other methods than LBP do not survive changes in illumination. The LBP and text on give the best results in the dup I and dup II test sets. We believe that the main explanation for the better performance of the local binary pattern operator over other texture descriptors is its tolerance to monotonic gray-scale changes. Additional advantages are the computational efficiency of the LBP operator and that no gray-scale normalization is needed prior to applying the LBP operator to the face image. The cumulative scores of the LBP and other local descriptors are addressed in Figure 4.
3.4 Creating Movement Patterns for Facial Elements

In order to calculate facial changes in expression, we divide the face into neighbor finding partitions and convert the main facial features achieved in step 1-3 into Figure 5.

By partitioning the human face as above, each facial movement can be clearly analyzed and detected. Figure 6 shows facial template incursion [24].

After implementing the changes in the subject’s facial expressions, we can record the changes in all the facial areas. At this point, every small movement can be
categorized into an overall facial pattern as can be seen in Figure 7.

Using the method above, we can calculate the general movements for a particular facial expression and generate a reference pattern for that expression as in Figure 8.

3.5-Removing Redundant Facial Movements
After extracting the common rules and patterns in a specific facial expression, we then remove the movements that are not common or are subject specific according to the following method:

a) Selecting an expression from the 7 major facial expressions.

b) Movement patterns of all samples are compared with regard to the angle of motion (a max tolerance of 10% angle variation is acceptable).

c) Redundant images within the facial partitions that have not been selected or are absent in 20 percent of samples are removed.

d) Remaining patterns are normalized as to remove further complexities.

3.6- Image Classification
Among the various classification approaches (Neural network, SVM ...), the Nearest Neighbor method has had the best classification results with the purposed method. Based on the tests conducted, the nearest neighbor considered with K=1 has given the best results as can be seen in Figure 9.

4- Assessment of the Proposed Method
For the assessment of the proposed method, the Cahn-Kanade dataset was used in which 123 subjects were sampled in 7 facial expressions. Each expression was subsequently admitted. Table 2 shows the advantages of the proposed method compared to other methods. The comparisons were carried out based on a 60% of image and 40% of data.

5- Conclusion
In this method a different approach has been presented in which various facial regions are partitioned and movements are assessed. The facial movements are then classified and the patterns are extracted. The results confirmed that the purposed method is more accurate than the conventional methods. The experimental results also demonstrated significant performance improvements due to the consideration of facial movement features.
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