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Abstract 

Data Grid provides sharing services for very large data around the world. Data 

replication is one of the most effective approaches to reduce access latency and 

response time. In addition to the benefits, replication has costs such as storage and 

bandwidth consumption, especially when storage space is low and limited. 

Therefore, the data replacement should be done wisely. In this paper, we proposed a 

replacement method called FRA. The algorithm defines a weight for each replica 

that represents its value. This algorithm uses this weight to prevent the removal of 

valuable replicas. The results demonstrated that FRA algorithm has better 

performance than other replication methods in terms of the number of replications, 

the percentage of storage used, and the job execution time. 

 

Keywords: Data Grid, Data Replication, Replica Replacement  
 

 

1. Introduction 

Today, scientific, engineering and commercial applications are producing very large 

amounts of data in terabytes and petabytes. This data is generated and shared 

worldwide. Users of these applications need fast data access. Therefore, managing this 

huge amount of data with the aim of increasing speed and accessibility is one of the 

most important issues for researchers. Distribution systems such as cloud and Grid are 

solutions for these problems [1-2]. They provide the infrastructure for the application to 

manage this huge amount of distributed data. 

Grids and other distribution systems connect homogeneous and heterogeneous 

resources at different locations. They provide a scalable infrastructure that can provide 

remote sharing and access to resources [3]. In a general classification, the Grid is 

divided into two types of Data Grid and computational Grid. Computational Grid 

Provides infrastructure for performing computationally intensive tasks with appropriate 

performance. The Data Grid deals with data sharing, collaboration, and performing 

data-intensive tasks [4]. The Data Grid has a problem with data access efficiency due to 

the volume of data required by the data-intensive tasks and the high latency in this 

environment.[5] Data replication is one of the most important ways to increase 

performance and data availability in various distributed systems such as Data Grid and 

the Internet [6-7]. Data replication has many advantages. It can decrease data access 

time and bandwidth consumption.it also can enhance availability, scalability, and load 
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balancing. Replication methods create multiple copies of files and place them near the 

data requester to decrease data access time [8].  The replication strategy has to answer 

some questions that include: What file and when should the file be replicated? Where 

should replication be stored?     What files should be deleted when storage space is not 

enough? Depending on the answers, many various methods has been presented by 

researchers.  Replication methods are divided into dynamic and static [1], [9]. Static 

approaches [1, 9] determine the number of replicas and their location at the design 

phase. After storing the replica, it will have remained until it is deleted by the user 

manually; these locations are unchangeable. Thus, static replication is not suitable when 

the user changes his/her behavior. Besides, dynamic replication [7], [18-25] creates and 

deletes copies of files based on users' behaviors. Indeed, it makes decisions based on 

access patterns during the time. Distributed systems are a dynamic environment, and 

their user's requirements access pattern change during the time; hence, dynamic 

replication is more tailored for distributed systems [7], [17]. 

Our proposed method is provided for a grid with a hierarchical structure. In this 

structure grid divide into some regions. The sites in the region are connected to each 

other with high bandwidth. Our proposed method uses a fuzzy-based replacement 

algorithm for finding a tailored replica for deleting. The algorithm selects the replicas 

with the least likely to receive file requests in the future. Indeed it finds low valuable 

replica base on file access history. The simulation results show our replacement 

algorithm can improve data access performance. The other sections of the paper are 

organized as follows. Section 3 presents the related works; in section 3, we describe our 

replacement method, then in section 4, we evaluate the method and show the results of 

our simulation. Section 5 concludes the paper and explain future works. 

2. Related Works 

Several recent studies have taken into account the data replication algorithm in the 

Data Grid. We mention some of them below. 

 In Ref. [14], the least frequently used (LFU), and two economic strategies were 

proposed that take place the replication when the file is accessed remotely. Simulation 

results showed, while replication is done, if free space in the replication site is not 

enough, LFU works better than economic strategies and LFU. Another similar 

replication algorithm called LRU was proposed In Ref. [15]. LFU and LRU delete the 

least frequently accessed file and least recently used file respectively.  

In [18], we presented a fuzzy-based replication method named (Fuzzy_Rep). It 

utilizes a fuzzy inference system to select a tailored place for replication. The fuzzy 

inference system uses three input parameters, including bandwidth, the last access time, 

and the numbers of file access.  

 In Ref. [20], an effective replication method called bandwidth hierarchy replication 

(BHR) algorithm, was presented. BHR works based on the network level. A hierarchical 

structure consisting of several regions for the Grid is assumed in this method. The sites 

in the same network region are connected with high bandwidth. BHR significantly 

reduces the cost of data access by replication of the data required for a job near the 

place that the job is executed.  When there is no space for replication on the selected 

site, it deletes files that have at least another copy in the region. It reduces inter-region 

transmission and enhances performance. 
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In Ref. [20], Sashi and Thanamani presented a modified version of the BHR 

algorithm called the modified BHR(MBHR). Simulation results show MBHR method 

improves the performance in comparison with BHR method by selecting a site with the 

maximum number of accesses in the requesting region. Also, it can prevent unnecessary 

replications. 

Tehmina Amjad and et al. presented a comprehensive survey paper about data 

replication in the Grid [21]. They studied different replication techniques. In this paper, 

for comparing replication techniques, all those parameters are presented in a table. 

In Ref. [22] a new replication approach was presented, which classifies the data. 

Based on this classification, the algorithm selects the appropriate location for the 

duplicate file and efficient job scheduling. It sends jobs to the sites that have files in the 

needed category to decrease file transfer costs.  

Ranganathan and Foster [23] introduced six replication methods, including i) no-

replication or caching ii) cascading, iii) best client, iv) caching plus cascading, v) plain 

caching replication, and vi) fast spread. These strategies were evaluated in random 

access, small temporal locality, and small geographical access patterns. The simulation 

results show that for increasing the performance in each access pattern, a suitable 

strategy should be used.  

In Ref. [24] proposes a replication algorithm that replicates files in a site with the 

highest degree and frequency of access and lowest workload. It was named the dynamic 

replica placement algorithm with load balancing (RPLB). It used the optimism 

simulator for evaluation. The results showed RPLB algorithm could enhance 

performance parameters such as the Effective Network Usage (ENU), and job execution 

time.  

In Ref. [25], the authors presented three algorithms include a replication algorithm, a 

job scheduling algorithm, and a job migration method. This algorithm first selects the 

appropriate cluster for scheduling a job and then the best site for job execution. 

Decision making in this algorithm is based on the workload parameter. The migration 

algorithm also migrates jobs to balance the workload. 

In Ref [26], replication algorithms were introduced that utilizes a hierarchical three-

level architecture. It replicates popular files at scheduling time. It also uses a migration 

method to improve workload. 

3. The Proposed Replication Algorithm  

The resource broker gets jobs from users, and schedules them based on its used job 

scheduling algorithm, and finds suitable computing elements for job execution; 

afterward, the jobs are assigned to computing elements. When the resource broker 

schedules users' jobs and sends them to a suitable site for execution, the required data 

are produced in the master site; after that, the data is dispatched to each region header. 

Remote access should happen if the required files are not available locally. Data are 

huge in the data grid, so remote data access increases job execution time and reduces 

performance. Therefore, it is necessary to increase data locality in the data Grid. An 

effective replication algorithm can provide this increase. All parts of data replication, 

especially the replica replacement in the absence of storage space, have an impact on 

increasing data locality and performance.  This effect is greater when storage space is 

less than the size of needed replicated files. 
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 In this paper, we proposed a replication algorithm like MBHR method. The MBHR 

method is based on the network level locality.  In the MBHR, the Grid was clustered 

into regions. In a region, sites connect to each other with high bandwidths. The MBHR 

algorithm tries to increase network locality at the regional level. It places new replicas 

in the requester region in a site with maximum access frequency. In replicating time, 

when there is not enough free space in the site, it uses LRU replacement algorithm. Our 

proposed replication algorithm acts like MBHR,   but when free storage space is not 

enough in the replication site,  it deletes replica by a new Fuzzy replacement algorithm.  
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Figurer 1. FRA Replication algorithm 

The steps proposed replication algorithm ( called FRA) is illustrated in Figure 1. As 

shown in Figure 4, in step 4, our algorithm chooses the right site for replication like 

MBHR algorithm. In step 10, when there is not enough storage, call fuzzy replacement 

algorithm, the less value replicas is candidates for replacement is selected base on  

replicas weight. This weight computes with a fuzzy inference system. The fuzzy 

algorithm considers two factors for computing the weight of Replicas. These factors are 

Time interval between current time and the last replica access time (TI) and the number 

of file access(NA).  These factors are described as follows: 

 The number of file access (NA): Based on the principle of spatial and 

temporal locality, the higher the number of accesses to a file, the more likely 

the file will be requested soon. Therefore with the increase of this factor, the 

weight and future value of replica also increase. 
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 The time interval between the now and the last access time (TI): According to 

the principle of temporal locality, the closer the time interval between the last 

access to the file to the current time, the more likely it is to access the file in 

the near future. The replica weight is also higher. 

Figure 2 shows an abstraction of the used fuzzy inference system. It shows a fuzzy 

system that has two inputs and one output, which determines the weight of the replica. 

The fuzzy inference system uses nine rules. We show some of them in Table 1. For 

example, rule 1 indicates that if "NA is high and TI is low, then the weight of the replica 

is very high.  

 
Figure 2. An abstraction of used fuzzy inference system. 

 

 

Table 1. the Rules used in the  fuzzy inference system 

 

Figure 3 shows the FRA replacement algorithm. As shown in Fig 3,  first, It checks 

the available storage space on the site 'g' selected for replication. If there is enough free 

space to replicate the file 'f,' then file 'f is replicated. Otherwise, for all files on the site 

that have another version in the current region, the weight(replica value) is calculated 

using the fuzzy inference system. After computing the weight of the candidate's files 

(stored in the  "selected replicas" list), the algorithm sorts them according to their 

weight in ascending order. Then replicas with the lowest weight are selected and are 

removed until empty space is provided. 

 

number Description  

1 If (NA is high) and ((TI is low) then ( weight is very high) 

2 If (NAis average and (TI is low) then ( weight is high) 

3 If (NAis high) and (TI is high) then ( weight is average) 

4 If (NAis low) and (TI is low) then ( weight is average) 

5 If (NAis low) and (and (TI is low) then ( weight is low)  



 

Journal of Advances in Computer Research  (Vol. 11, No. 2, May 2020) 45-58 

 

 

51 

 
 

Figure 3. FRA  replacement algorithm 

4. Experimental Evaluation 

4-1. Simulation Tools 

Grid architecture in our proposed algorithm, a hierarchical architecture is assumed 

that consists of a set of regions. Figure 5 shows the grid topology in our simulation, 

which consists of two regions. Sites in the regions have computational or storage 

elements. We used the CMS [28-30] testbed architecture with a little change(we 

changed bandwidth and position of the master site). The original files are stored in one 

of the sites with a capacity of 100 GB called the master site. Most of the existing 

replication strategies assume data is read-only [49]. We also assumed data is read-only 

in our simulation. The used simulation parameters are shown in Table 1. We evaluated 

our method for the sequential, Gaussian Random, and random access patterns.  Access 

patterns determine the order in which files are accessed in the jobs. The queue access 

cost is the Job scheduling algorithm that we used. We compared our proposed algorithm 

with the no-replication, LRU, LFU, and MBHR algorithms [14], [17], [7]. 
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Figure 4. The network topology [18]. 

 

 

 

Table 1. Simulation configuration parameters. 

Parameter Value 

Jobs no. 100 

Job types no. 10 

access pattern generators Sequential 

File size (GB) 1 

Total size of files (GB) 97 

Access history length(s) 1000 

Experiments no.    10 

4-2. Fuzzy inference system implementation 

As mentioned before, our method chooses the right replica to remove when there is 

not enough space in our fuzzy replacement algorithm based on the amount of weight 

(value) allocated to each replica. For this purpose, a fuzzy function with two parameters 

is called. In order to implement the fuzzy inference system, we used the fuzzy toolbox 

of MATLAB software. The properties of the fuzzy inference system are specified in 

Table 3. 
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Table 3. The properties of the used fuzzy inference system  

 

 
 

 

Figure 5. membership function of the first input (The number of accesses) 

The first fuzzy input of the replica weight(value) in the inference system is NA( the 

number of replica accesses )per site. In our simulation, the membership function of this 

input is shown in Figure 5. The second input of this fuzzy system is  TI; in our 

simulation, it is set to 106 milliseconds; its membership function is shown in Figure 6. 

The output of our fuzzy is the weight of the replica, which is a number between 0 and 1. 

Figure 7 shows the membership function of the weight of the replica(Replica value). 

 

Figure 6. membership function of the second input (Last access time interval). 
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Figure 7. membership function of  output (Replica weight/value) 

 

4-3. Simulation results and discussion 

 In this section, we explain the simulation results. We evaluate our method in 

comparison with no-replication, LRU, LFU, and MBHR methods in term of the 

average job execution time, and the percentage of storage used, the total number of 

replication,  and effective network usage 

4-3-1.The mean job time  

The mean job time is one of the most important metrics for evaluating replication and 

job scheduling algorithms. This metric is defined as the average execution time of all 

jobs in the Grid. The lower the value, the better the algorithm in the Grid. 

 

 

 

Figure 8. The mean job execution time for different algorithms. 

In Figure 8, the simulation results indicate that the job execution time for our 

algorithm is lowest among the others. Because the use of the fuzzy replacement method 

help selects the lowest value replica for deleting, indeed, the files are more probably 

locally available to the jobs at the time of job execution. It can also put this way that 

replication in our method (FRA) is done more reasonably and correctly than the other 

methods. The right site is selected on the basis number of accesses file in comparison 
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with the LRU, LFU and no_rep methods and use of fuzzy replacement algorithm in our 

algorithm lead better result in comparison with MBHR method. 

4-3-2. The Effective Network Usage  

The effective network utilization (ENU) parameter indicates the efficiency of the 

replication algorithm in terms of evaluation network metrics such as bandwidth 

consumption. It can be calculated measured using Eq. (2).  In Figure 9, the ENU has 

been improved in the FRA method as compared to the MBHR method. Because the 

FRA replacement algorithm increases the number of local accesses to the files, and thus, 

the need for replication decreases. Therefore, ENU reduces. 
 

ENU = 
𝑁𝑟𝑒𝑚𝑜𝑡𝑒 𝑓𝑖𝑙𝑒 𝑎𝑐𝑐𝑒𝑠𝑠𝑒𝑠+ 𝑁𝑓𝑖𝑙𝑒 𝑟𝑒𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠

𝑁𝑟𝑒𝑚𝑜𝑡𝑒 𝑓𝑖𝑙𝑒 𝑎𝑐𝑐𝑒𝑠𝑠𝑒𝑠 + 𝑁𝑙𝑜𝑐𝑎𝑙 𝑓𝑖𝑙𝑒 𝑎𝑐𝑐𝑒𝑠𝑠𝑒𝑠
               (2)                       

           

 

Figure 9. Effective network usage (ENU) 

 

 

 

Figure 10. The percentage of the used storage space. 

 



 

Increasing Performance … M. Beigrezaei, A. Torghi Haghighat, S. L. Mirtaheri,  N. Hajizadeh Bastani 
 

 

56 

4-3-3. The percentage of storage filled 

 

The percentage of storage filled is defined as the average percentage storage space 

that is used for saving files and replicas in all Grid sites. As shown in figure 10, the 

FRA algorithm consumes less storage compare with LFU, LRU, and MBHR algorithms 

 

 

4.3. 3. The total number of replications. 

 The number of replications indicates the efficiency of the replication algorithm in 

choosing the right replication site for replication and low-value replicas for deleting. 

The lower the number of copies, the more locally accessed they are. Figure 11 indicates 

that FRA method has a lower total number of replications than other algorithms. 

Because of this reason that FRA prevents the removal of replicas that will soon be 

requested on the site. Therefore the need for replication reduce. We also note that no-

Rep (no replication)  method doesn't perform any replication, so its total number of 

replications is always zero. 

5. Conclusion 

Data Grid provides the infrastructure for sharing and managing huge amounts of data. 

Data access latency is one of the main challenging issues in Data Grid environments. 

Data replication is used as a key method to solve this problem. In this paper, we present 

a replication algorithm that improves the MBHR algorithm. Our proposed algorithm 

uses a fuzzy replacement algorithm that utilizes the fuzzy inference system with two 

parameters. Using this system it selects the low-value replicas for deleting. Indeed, it 

prevents the removal of valuable data and has better results than LRU, LFU, and 

MBHR algorithms. In future work, we intend to consider more effective metrics in the 

computational replica's value using the fuzzy inference system. Also, the use of parallel 

transfer in our algorithm is our future research.   
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