
 

Majlesi Journal of Electrical Engineering 
Vol. 18, No. 1, March 2024 

 

                                                                      

 

 

©The Author(s) 2024 

Paper type: Research paper  

https://doi.org/10.30486/mjee.2023.1984121.1111 

Received: 12 September 2023; revised: 19 October 2023; accepted: 27 November 2023; published: 1 March 2024 

How to cite this paper: F. Parandin, A. Mohamadi, “Design and Optimization of a Photonic Crystal-Based All-Optical XOR Gate 

Using Machine Learning”, Majlesi Journal of Electrical Engineering, Vol. 18, No. 1, pp. 1-8, 2024. 
 

 

Design and Optimization of a Photonic Crystal-Based All-
Optical XOR Gate Using Machine Learning 

 
Fariborz Parandin1, Alireza Mohamadi2  

1- Department of Electrical Engineering, Islamic Azad University, Kermanshah Branch, Kermanshah, Iran. 

Email: fa.parandin@iau.ac.ir (Corresponding author)  
2- Department of Computer Engineering, Islamic Azad University, Kermanshah Branch, Kermanshah, Iran. 

Email: alirezamohamadi@iau.ac.ir 

 
 

 
 

1.  INTRODUCTION 

     To increase the information transmission in electronic circuits, a reduction in dimensions and integration of circuits 

is used. However, over time and with the significant reduction in circuits, it seems that downsizing may face serious 

challenges. For this reason, researchers need to look for a fundamental solution to increase the speed of electronic chips 

[1]-[12].  

      One of the options that has attracted the attention of researchers today is the periodic structures in micrometer 

dimensions, which are called photonic crystals. These structures are made up of two materials with different refractive 

indices, which are placed alternately beside each other. That is, their structure is periodic. If this periodicity is in one 

direction, it is called a one-dimensional photonic crystal. If it occurs in two directions, it is called a two-dimensional 

photonic crystal, and if it is in three directions, it is called a three-dimensional photonic crystal [13]-[15].  

      The basic principle of photonic bandgap (PBG) crystals is to create a range of continuous wavelengths that cannot 

pass through the structure due to the properties of PBG. This means that if these wavelengths encounter the structure, 

they will be reflected. Using this property, light can be guided along specific paths in photonic crystals, which are called 

waveguides [16]-[22]. 

      Photonic crystals have many applications in electronics, with the most important being the design of logical gates 

and circuits. In these circuits, light sources are used at the inputs. Logic 0 and 1 are measured at the output based on the 

measured optical power. That is, if the power is high, it is defined as logic 1, and if it is low, it is defined as logic 0. To 
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obtain a logical gate or circuit with suitable and strong values of 0 and 1, trial and error is used. That is, the selected 

physical parameters are changed until a suitable result is obtained [23]-[39].  

     In this article, machine learning is used to obtain and optimize the outputs. For this purpose, data obtained from 

several simulations are considered as the primary data, and the KNN (K-Nearest Neighbors) regression algorithm is 

used to find the best output. 

 

2.  USING MACHINE LEARNING IN THE DESIGN OF XOR GATE 

      Nowadays, Artificial Intelligence is applied in most industrial fields, and its learning can be of great help in 

advancing new technologies. Machine Learning is one of the branches of Artificial Intelligence that provides the system 

with the ability to learn automatically and without explicit programming. In other words, the goal of Machine Learning 

is to create intelligent systems that learn from a set of data and experiences and can be used to make systems smarter. 

The learning process in Machine Learning starts with data as input, and the machine learns to discover patterns in the 

dataset and make better decisions based on the discovered patterns and insights. In fact, the main goal of this field is to 

give the machine the ability to learn automatically without human intervention and be able to adjust its actions 

accordingly. 

      In Machine Learning, different algorithms can be used to identify patterns and train the system using a large volume 

of data in a repetitive process to obtain useful information. Machine Learning algorithms use computational and 

statistical methods to learn directly from the data instead of using a predetermined equation that may act like a model. 

The efficiency of Machine Learning algorithms improves with an increase in the number of samples and data during the 

learning process. 

      In this article, an optical XOR gate is designed using photon crystals, and the inputs and outputs are specified to 

reach the desired gate by selecting waveguide paths. Then, simulations are performed for several physical parameters, 

and the best result is obtained using one of the Machine Learning algorithms called KNN (K-Nearest Neighbors) 

regression, and the structure parameters are determined, which are considered the final structure. 

 

3.  OPTIMIZING LOGICAL XOR GATE USING MACHINE LEARNING 

     For designing an optical XOR gate, a two-dimensional photonic crystal structure with a square lattice made of Si 

rods in air is used. The lattice constant, which is the distance between the centers of adjacent rods, is chosen to be a = 

600 nm, and the radius of the Si rods is r = 120 nm. For the structure to function as the desired gate, four rods are selected 

as defect rods, and the radius of the rods is denoted by rd. The inputs of the gate are denoted by A and B, and the output 

is denoted by OUT in Fig.  1. 

 

 
Fig. 1. Proposed structure for XOR gate using a photonic crystal. 

  

     Based on the XOR gate truth table, the output is in the logical 1 state only when the inputs are not equal. In other 

words, if the inputs are equal, the output will be 0. Simulation is performed for a specific value of rd, and the optical 

power distribution in the outputs is calculated. The obtained results are shown in Fig.   2. As seen in the figure, the 

results for equal inputs are almost zero, which is a good result and considered as logical 0 (Fig. 2 a), b)). For unequal 

inputs, i.e., A=0, B=1, and A=1, B=0, a high power is expected in the output, which is considered as logical 1. In this 

case, some of the power is directed toward the off-state input path, which reduces the power in the output. 

     Magnetic polarization is used in this simulation. In other words, this structure has created a photonic band gap for 

TM modes, and the magnetic waves in the band gap range can be guided in the waveguide paths. 
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Fig. 2. Power distribution for a) A= B=0, b) A= B=1, c) A=0, B=1 and d) A=1, B=0. 

 

       To increase the power in the output, we use machine learning models. For this purpose, simulations are performed 

for a specific number of rd values, and the obtained results are selected as the input of the machine learning model. Then, 

based on the obtained results for each input state, the results are analyzed, and the best working point is determined. The 

best working point refers to the maximum value when the output is in the logical 1 state and the minimum power value 

for the logical 0 output. 

 

4.  KNN ALGORITHM 

       K-Nearest Neighbors (KNN) regression is a non-parametric machine learning algorithm used for regression tasks. 

The algorithm is based on the assumption that data points that are close to each other are likely to have similar output 



Majlesi Journal of Electrical Engineering                                                          Vol. 18, No. 1, March 2024 
 

4 

 

values. Given a new input data point, KNN regression identifies the k-nearest neighbors in the training set and takes the 

average of their output values as the predicted output for the new data point. KNN regression is a simple yet powerful 

algorithm that can be used for a wide range of regression tasks. However, it has some limitations such as the need for a 

large amount of training data, the sensitivity to the choice of the value of k, and the lack of interpretability. Nonetheless, 

KNN regression remains a popular and effective algorithm for regression tasks in various domains. One of the main 

advantages is its simplicity and ease of implementation. KNN regression does not require any assumptions about the 

distribution of the data or the form of the underlying relationship between the variables, making it a versatile method 

that can be applied to a wide range of problems. Another advantage is that KNN regression can capture nonlinear 

relationships between the predictor and response variables, which can be missed by linear regression methods. 

Additionally, KNN regression can be used with both continuous and categorical predictor variables, making it useful 

for both numerical and categorical data [40]-[45]. 

 

4.1.  How The Algorithm Works 
      KNN regression algorithm is a straightforward machine learning algorithm for predicting continuous variables by 

finding the K nearest neighbors to a new data point. The flowchart outlines the process starting with inputting the training 

dataset and the number of nearest neighbors to consider. A new data point is then inputted, and the algorithm computes 

the distance between the new data point and all data points in the training dataset. The K nearest data points are selected, 

and their average outcome is used to predict the outcome for the new data point. The Mean Absolute Error (MAE) can 

be calculated to evaluate the accuracy of the model's prediction by measuring the average absolute difference between 

the predicted and actual. (The flowchart of this algorithm is shown in Fig.  3) 

 

 
Fig. 3. Flowchart of KNN Algorithm. 

 

4.2.  Benefits of Using Machine Learning 
Using machine learning algorithms has several features: 

 It is a new approach. 

 It can produce the exact output value for each x to find the optimal point. In previous methods, only guessing 

the point was possible, which is not accurate. 
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 To easily find the optimal point, the outputs can be sorted in ascending or descending order. 

4.3.  Methodology and Parameters of Machine Learning Model 
In this study, we have extracted the data points of the image's graph and converted them into coordinate form, which we 

have then placed in a CSV file as input for the model. we utilized the following libraries for data analysis and modeling: 

numpy, pandas, and matplotlib.pyplot. In addition, we employed the KNeighborsRegressor model from the scikit-learn 

library, which was utilized with its default parameters. 

Table 1 contains information about the different parameters and their descriptions for the scikit-learn implementation 

of K-Nearest Neighbors (KNN) regression which has been presented in the table, and values are relevant to this article. 

 

Table 1. Different parameters and their descriptions for 

the scikit-learn implementation of KNN regression . 

Value Description Parameter 

5 
The number of nearest neighbors to 

consider when making predictions 
n_neighbors 

'uniform' 
The weight function used in 

prediction (`uniform` or `distance`) 
weights 

'auto' 

The algorithm used to compute the 

nearest neighbors (`auto`, 

`ball_tree`, `kd_tree`, or `brute`) 

algorithm 

30 
The size of the leaf nodes in the 

tree-based algorithms 
leaf_size 

2 

The power parameter for the 
Minkowski distance metric (`1` for 

Manhattan distance, `2` for 

Euclidean distance)  

p 

'minkowski' 

The distance metric used to 

calculate the distance between two 
points 

metric 

None 
Additional keyword arguments for 
the chosen distance metric 

metric_params 

None 
The number of CPU cores to use for 
parallelizing the computation of the 

nearest neighbors 

n_jobs 

 

       The train_test_split function was used from the scikit-learn library for splitting the dataset into training and testing 

subsets. Finally, the mean_absolute_error function from the scikit-learn metrics module was used to evaluate the 

performance of the KNeighbors Regressor model. 

 

4.4.  Mean Absolute Error 
      Mean Absolute Error (MAE) is a statistical metric used to measure the average difference between actual and 

predicted values in a dataset. It is commonly used in regression analysis to evaluate the accuracy of a model's predictions. 

MAE is a simple and intuitive metric that measures the absolute difference between the predicted and actual values. 

      If 𝑦𝑖

^
 is the predicted value of the 𝑖-th sample, and 𝑦𝑖  is the corresponding true value, then the mean absolute error 

(MAE) estimated over 𝑛samples is defined as: 

 

𝑀𝐴𝐸 =
∑ (𝑌𝑖−�̂�𝑖)2𝑛

𝑖=1

𝑛
                                                 (1) 
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      Where, n is the total number of observations. The expression (𝑌𝑖 − �̂�𝑖)
2 is the quantified difference between the 

predicted and observed values for the ith observation. A lower MAE value indicates better predictive accuracy, while a 

higher MAE value indicates poorer accuracy. 

 

5.  RESULTS AND OUTPUTS OF THE MODEL 

Fig.  4 shows the results of the proposed model. 

 

 

 
Fig. 4. Comparison of simulation output and model output. 

 

      In Fig.  4, the dashed blue line represents the output of the simulation software, and the red dots represent the output 

of a machine learning algorithm called KNN regression, as shown in the image above. These two cases match perfectly, 

and as a result, the algorithm has predicted the graph points accurately. The importance of this issue is that when the 

points are predicted correctly, the optimal point can be easily found. The model's amount of error, according to the MAE 

criterion, is about 0.004.  

     In cases where A≠B, the maximum output value should be obtained, and in the case of A=B, the minimum output 

value of y should be obtained. In other words, in this algorithm, we need to find a point in x that simultaneously has the 

minimum y in A≠B and the maximum y in A=B. With A=0 and B=1 input, the optimal point at rd=0.042 in the A≠B 

case, and its output is 0.882. In another case where A=B (A=0, B=0 or A=1, B=1), the output is multiplied by 10−12, 

resulting in a minimal number. This value is relatively small and can be ignored. However, it can be said that the output 

of the mentioned optimal point (rd =0.042) in the A=B state is equal to  1.202 ×  10−12.  
      The contrast ratio can be obtained as follows in the value of rd resulting from the optimization: 

 

𝐶𝑅 = 10 log (
𝑃1,𝑚𝑖𝑛

𝑃0,𝑚𝑎𝑥
) = 118𝑑𝐵                                    (2) 

 

    As can be seen, the proposed structure after optimization has a high contrast ratio. 

6.  ABBREVIATIONS 

MAE: Mean Absolute Error 

KNN: K-Nearest Neighbors 

XOR: Exclusive OR 

PBG: Photonic Band Gap 
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Si: Silicon 

 

7.  CONCLUSION  

     In this paper, a novel method for designing and optimizing an all-optical XOR gate using machine learning has been 

proposed. The K-Nearest Neighbors (KNN) algorithm, which is a non-parametric machine learning algorithm used for 

regression tasks, has been employed for the proposed method. Nonlinear relationships between the predictor and 

response variables can be captured by the KNN algorithm, making it a versatile method that can be applied to a wide 

range of problems. The design of an all-optical XOR gate using a two-dimensional photonic crystal structure was carried 

out by applying the proposed method. It was observed that an all-optical XOR gate with high output power in logic 1 

and very low power in the logic 0 state could be designed using the proposed method. The proposed method is considered 

a promising approach for the design and optimization of all-optical logic gates. In the future, the proposed method is 

planned to be extended to the design of other all-optical logic gates, such as AND, OR, and NOT gates. The use of other 

machine learning algorithms for the design and optimization of all-optical logic gates will also be investigated.  
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