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Abstract

Proper scheduling of tasks leads to optimum using of time and resources, in
order to obtaining best result. One of the most important and complicated
scheduling problems is open shop scheduling problem. There are n jobs in open
shop scheduling problem which should be processed by m machines. Purpose of
scheduling open shop problem is attaining to a suitable order of processing jobs by
specified machines so that makespan can be minimized. Open shop scheduling
problem has very large and complex solution space and so is one of NP-Problems.
Till now, different algorithms have been presented for open shop scheduling
problem. In this paper, we have used combined genetics algorithm as a strategy for
solving scheduling open shop problem and compared proposed algorithm with DGA
algorithm. Results show that the proposed algorithm has better effectiveness than
DGA algorithm.
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1. Introduction

One of the most important and complicated scheduyimoblems is scheduling open
shop problem. Scheduling open shop problem has ragplication in engineering
field, especially in industrial cases. There anels in scheduling open shop problem
which each job includes set of operations. Eachratjpe should be processed by a
specific machine in determined time. Schedulingnogi@op problem has very large and
complicated solution scope and belongs to NP prabldPurpose of scheduling open
shop problems is finding a reasonable combinatfgnloprocess, so that required time
for makespan could be minimized. Many researchemse hpresented different
algorithms which we point out some of them as oo

O(n) for two machines[2]. Pinedo offered anothenge distribution rule known as
“Longest Alternate Processing Time (LAPT) “[3] whicsolves problem for two
machines in polynomial time. Brucker [4] extendethep branch and connected
algorithm to general problem of m machine. Fialespnted polynomial time algorithm
which solves problem for m arbitrary machines [Bmong innovative algorithms,
Alcaide and his coworkers [6] presented a tab $&@agcalgorithm for minimizing
makespan in scheduling open shop problem. LiawdEXeloped a connected genetics
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algorithm for solving scheduling open shop problenorder to minimize makespan.
Prins [8] achieved a fine solution for solving sdhkng open shop problem by
providing a genetics algorithm.

Among above mentioned methods, genetics algorithroonsidered as one of the
best-known applied algorithms, but has got somaddiantages like instability and low
speed in finding optimal solution.

In this paper, a new algorithm is presented asmabamation of genetics algorithm
with tab searching algorithm. This combination fesin a better searching in problem
solution space in order to achieve a better schegiul

In the second section problem explanation has ptedeThen, in the third section
the proposed algorithm is discussed and in thetHqueirt, implementation results have
been offered and finally conclusion ends the paper.

2. Problem explanation

Scheduling open shop problem includes n jobs ananachines and each job
includes m operations which should be implementedsi corresponding machine in
already determined time. In other words, first agien of job j should be implemented
by first machine and second operation of job j $thdoe implemented by second
machine and so on. Purpose of scheduling open phaliem is to get a suitable
combination of job processing in order for makesjzabe minimized.

Table 1 shows typical system of scheduling opemp gitoblem which includes three
jobs and each job includes 3 operations which shbelimplemented.

Table 1. A typical system of open shop

Jobs Machine 1 Machine 2 Machine 3
Job 1 7 12 16

Job 2 13 10 13

Job 3 18 14 2

For example, here, operation 2 form job 2 whoseiired running time is 9, should
be implemented by machine 2. Figure 1 illustratemtGdiagram of table 1 typical
system.

As illustrated in figure 1 Gant diagram, | 1 O 3J¢oations of job 1) has been
processed in time 0 by machine 2, as well as j 1 ©peration 1 of job 1) has been
processed in time 13 by machine 2 in 5 cases makasghis problem is 12.
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Figurel. Gant Diagram, Sample system of Table 1

3. Proposed Algorithm

In our proposed method we used of combination ofeties algorithm with local
searching algorithm as a strategy for solving soheg open shop problem which
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improves searching in state space, and its obgdasivminimizing makespan. Figure 2
shows the total stages of proposed algorithm.

Create an initial population
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Figure2. Overall the proposed algorithm

3.1 Chromosome demonstration

In the proposed algorithm, a one dimensional aimathe length of makespan for
chromosome is used. In this method, each chromogsnaeunique integer number
which is obtained by numbering job operations. €abl shows way of numbering
operations for typical system of Table 1.

Table 2. Number of system operations, Table 1

Job Machine Operation#
1
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Figure 3 shows a typical chromosome for typicateaysof Table 1. As you could
see in the structure of chromosome in figure 3hegene presents operation number
that should be processed by the corresponding meachi

L7 1 3] 5f 4] of 2] 6] 1] 8]

Figure3. Structure of typical chromosome

For instance, First gene number is 1, which in fabts out operation 1 from job 3
that should be implemented by machine 1.
In this method, each chromosome shows one schegdolirmakespan.

3.2 Fitness

Chromosome fitness is considered as required tonenfikespan. In our proposed
algorithm we used the following formulation for calating fitness.

Fitness = Max<i<-n{ Ti} (3.1
Where N is number of jobs and T is makespan.
3.3 Parents Selection

In proposed algorithm, we used an ordering methmdsdlect parents. In this
technique, all chromosomes are ordered based wes§itaccording to the following
formulation.

( |\/|aX - F|t ) + 1 CI’1< =| <=n (32)

Where cr is order of chromosome |, Max is worst fithessd &t is fithess of
chromosome .
The best chromosome gives Max-Fit+1 order and watmsimosome received order 1.
Therefore, all the chromosomes in this method lzasleance of selecting.

3.4 Crossover-Over Operator :

In proposed algorithm, after selecting 2 pareotfossover operator, we selected a
random number within the 1 through n interval (misnber of operators) and those
genes which are in the range of 0 to random nurshir from primary parent, similar
genes of second parent are eliminated, and theimeth@enes are inserted in empty
houses. Figure 4 shows crossover operator for ealysystem of Table 1. The
advantage of using method is that it does not geeeashild with repeated genes, and
also in each cross over just one child would beegerd.

3.5 Mutation Operator

After selecting parent chromosome from existingudagion, 2 randomized points in
the interval 1 through n (n is number of operaten®) selected and available genes in
the range of the selected points are shifted tdettheotary. Typical mutation has been
presented in figure 5.
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Figure 5. Applying mutation operator for sample chromosome
3.6 Tabu search

In this stage, before selecting chromosomes fdtistpito the next generation, the
available population is optimized by tabu searchatgprithm. Definition of proximity
in the proposed tabu searching algorithm is deflveeed on shifting two genes, as total
possible shifts of a chromosome genes are keptist aalled tabu list. Two genes are
selected randomly from tabu list for shifting, ameén one would be eliminated from
tabu list to avoid repeated selection. Number afim@or selection is equal to number of
defined selections to optimize chromosome as mgchoasible. This trend would be
applied to all existing chromosomes of population.

3.7 Chromosome selection

Chromosome selection for next generation in oupgsed algorithm is an integrated
one. In selecting based on combinative method, fifromosomes are ordered based
on fitness and the repeated chromosomes are etedinalhen 10% of those
chromosomes with better fitness are selected ardrémaining chromosomes are
selected randomly for next generation of population

3.8 Stop constraint

In the proposed algorithm, constraint of stoppitgpathm is bound to limiting the
number of generation, meaning that if the numbemge@eheration reaches to regard
number, algorithm stops.

Implementation Result:

For implementation of the proposed algorithm, wedu€#.Net 2008 programming
language. Algorithm was applied to an Intel® Panti®@ processor 300 GHz and RAM
2.00 GB. Ten series of test data were defined tasome the effectiveness of our
proposed algorithm. Designed test data set isctdlgst-j-0. In this naming policy, , | is
the number of jobs and o is number of operatioeawh job in test data. Table 3 shows
the designed test data.
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Table 3. Designed to test data

Test Job Operation Initial Generation
count count population count
Test 4 4 4 4 70 200
Test 55 5 5 70 200
Test 6 6 6 6 70 200
Test 7 7 7 7 70 200
Test 8 8 8 8 70 200
Test 10 10 10 10 70 300
Test 15 15 15 15 70 400
Test 20 10 20 10 100 400
Test 20 20 20 20 100 400

Figure 1 illustrates algorithm of result of compariproposed algorithm and DGA
algorithm with data set of Test-7-7. In this dasattthere are 7 jobs and each job has 7
operations. Results show that the proposed algoriths achieved better solution than
the former DGA algorithm.

Figure 6 illustrates results diagram of comparing proposed algorithm and DGA
algorithm with data set of Test-15-5. In this ds¢h there are 15 jobs wherein each job
includes 15 operations. Results show that our megalgorithm has found a better
solution for big systems than the one proposed Gy Rlgorithm.
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Figure 6. The results compare the proposed algorithm and the algorithm for data Test 15 15 DGA

Figure 7 and 8 show results of comparing proposet RGA algorithms based on
distribution diagram on data Test-7-7 and data-IBsb. As can be seen in this figure,
in our proposed algorithm population density hasnbkept stable, and using proper
genetics operators leads to avoidance of forwardrgence of solutions. This results in
finding better solutions in proposed algorithm.
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Figure 7. Scatter diagram comparing the results of the proposed algorithm and the algorithm for data
Test_7_7DGA
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Figure 8. Scatter diagram comparing the results of the proposed algorithm and the algorithm for data
Test_15 15DGA

Table 4 shows the results from comparing the pregoslgorithm with DGA
algorithm. As it shows, our proposed algorithm rseedore run time than DGA
algorithm, but always attains more optimized solusi due to using tabu searching and
the proper operators which increase chromosomegetyarTherefore, it can be
concluded that our proposed algorithm has betfamiaricy than DGA algorithm.
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Table 4: The results compare the proposed algorithm and the algorithm DGA

TSGA DGA
Problem The best The best The worst Run The best .
; . . . . The worst fit
fit fit fit Time fit
Test 4 4 7 287 696 5 287 710
Test 5 5 11 350 713 7 350 719
Test 6 6 19 436 882 11 436 837
Test 7 7 31 496 1128 18 506 1086
Test 8 8 48 578 1031 27 578 1048
Test 10 10 167 582 1276 99 585 1143
Test 15 15 850 1051 2104 848 1080 1906
Test 20 10 864 1281 2027 877 1281 1788
Test 20 20 4302 1314 2532 2554 1342 2338
4. Conclusion

In this paper, a new method is presented basedmibination of genetics algorithm
and tabu search for solving scheduling open shobl@m.

This combination causes makes more efficient therchéng performance. Also,
using different genetics operators of proposedrétgn would keep up the diversity of
chromosomes and also increased the algorithm @ffigi in finding better solutions.
Our empirical results show that the proposed dlgarihas better efficiency compared
with DGA algorithm and achieved better solutiomgigh has got a longer run time.
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