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Abstract 
Today a significant part of available data is saved in text database or text 

documents. The most important thing is to organize these documents. One way to 
organize text documents is to classify them. To classify texts is to assign text 
documents to their actual categories. This has two main steps, i.e. feature
learning algorithm selection. There have been several methods suggested to classify 
text documents. In this paper, we propose a combined method to do this more 
efficiently. When selecting featur
reduce complexity and it is implemented using naïve Bayes and decision tree 
categories. Results indicate advantages of this combined method to individual 
classifying. 

 
Keywords: data mining, text documents

1. Introduction 

We live in a world, where information has a lot of value for us. Having increased the 
amount of information available online, the need for tools which can help us to search, 
filter and manage the resources is

Text classification is thematic labeling of texts in natural languages
complex. Today, text classification is used in many fields, from text indexing based on a 
controlled dictionary, to text filtering, automatic metadata production, 
disambiguation, production
general in any application requiring document organization or a specific selective and 
comparative distribution of documents
automatic answering systems, information filtering, theme
emails, title recognition and other related fields

Data are classified through classification methods based on their specifications. This 
pattern can be used to understand existing data and predict their behavior
Automated text document classification is one of the most important methods to 
organize information and discover the knowledge hidden in the data as access to 
electronic documents and internet use have been expanding at a very high rate.  Proper 
classification of text documents, online news, email and digital libraries require text 
searching, machine learning and natural language processing techniques to acquire 
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Today a significant part of available data is saved in text database or text 
documents. The most important thing is to organize these documents. One way to 
organize text documents is to classify them. To classify texts is to assign text 

actual categories. This has two main steps, i.e. feature
learning algorithm selection. There have been several methods suggested to classify 
text documents. In this paper, we propose a combined method to do this more 
efficiently. When selecting features, the proposed method uses filtering in order to 
reduce complexity and it is implemented using naïve Bayes and decision tree 
categories. Results indicate advantages of this combined method to individual 

data mining, text documents, classify, decision tree, Bayes. 

We live in a world, where information has a lot of value for us. Having increased the 
amount of information available online, the need for tools which can help us to search, 
filter and manage the resources is quite evident. 

Text classification is thematic labeling of texts in natural languages based on a preset 
complex. Today, text classification is used in many fields, from text indexing based on a 
controlled dictionary, to text filtering, automatic metadata production, 

production of hierarchical catalogues from web resources
general in any application requiring document organization or a specific selective and 
comparative distribution of documents [1]. Other applications of text classification are 

answering systems, information filtering, theme distinguish of data, spam 
emails, title recognition and other related fields [2]. 

Data are classified through classification methods based on their specifications. This 
pattern can be used to understand existing data and predict their behavior

xt document classification is one of the most important methods to 
organize information and discover the knowledge hidden in the data as access to 
electronic documents and internet use have been expanding at a very high rate.  Proper 

documents, online news, email and digital libraries require text 
searching, machine learning and natural language processing techniques to acquire 
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Today a significant part of available data is saved in text database or text 
documents. The most important thing is to organize these documents. One way to 
organize text documents is to classify them. To classify texts is to assign text 

actual categories. This has two main steps, i.e. feature- and 
learning algorithm selection. There have been several methods suggested to classify 
text documents. In this paper, we propose a combined method to do this more 

es, the proposed method uses filtering in order to 
reduce complexity and it is implemented using naïve Bayes and decision tree 
categories. Results indicate advantages of this combined method to individual 

We live in a world, where information has a lot of value for us. Having increased the 
amount of information available online, the need for tools which can help us to search, 

based on a preset 
complex. Today, text classification is used in many fields, from text indexing based on a 
controlled dictionary, to text filtering, automatic metadata production, word sense 

esources and in 
general in any application requiring document organization or a specific selective and 

Other applications of text classification are 
guish of data, spam 

Data are classified through classification methods based on their specifications. This 
pattern can be used to understand existing data and predict their behavior [20]. 

xt document classification is one of the most important methods to 
organize information and discover the knowledge hidden in the data as access to 
electronic documents and internet use have been expanding at a very high rate.  Proper 

documents, online news, email and digital libraries require text 
searching, machine learning and natural language processing techniques to acquire 
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meaningful knowledge. Text searching techniques have recently grown in importance 
since access to electronic documents through different sources has increased. 
Unstructured and semi structured sources include the internet, news stories, biological 
databases, chat rooms, digital libraries, online forums and email. Therefore, correct 
classification and discovery of knowledge from such sources are among the most 
important issues. A combination of natural language processing, data mining and 
machine learning is used to classify and discover patterns from text documents [7]. The 
main objective of text searching is to extract information from text sources by means of 
operations such as similarity, retrieval, classification (with or without a supervisor or 
semi supervised) and summarization. Thus, one must be able to correctly classify and 
organize such documents. Therefore, many challenges such as proper annotation, proper 
document display and dimension reduction are confronted [5].  

Today, a good part of existing information is saved in text databases (or text 
documents) which are composed of a large set of different documents and sources such 
as news, scientific papers, books, digital libraries, email messages and web pages. Text 
searching is the knowledge to extract information from unstructured text. In other 
words, one could consider text searching as methods and algorithms of machine 
learning fields and statistical techniques aiming at finding useful patterns in text.  

One of the most important techniques of text searching is automated text classification 
[17]. Automated text classification means attributing existing text documents to some 
predefined classes to which the documents belong. To do so, first, the classes must be 
identified which is usually done by experts. Then, the text documents belonging to each 
class have to be determined. The main objective is to find the true classes related to 
collected documents. As internet and electronic text documents have become popular, 
automated text classification has turned into a must [4], [8], [19].  

The main challenge of document classification is enlargement of features space in 
these issues. This large space in most available algorithms causes the classifier to be 
very slow and inefficient. In addition, there exist some features that not only lead not to 
better classification of documents but also reduce its accuracy [3]. 

A text cannot be interpreted directly by a classifier or a classifier algorithm; but it is 
mapped using an indexing process which modifies the text to an array (that its content 
will be given by the size). This helps providing integrity and unification of training set, 
experimental and validation texts [1]. 

The large size of term spaces in text classification is usually trouble some. In fact, 
increasing the number of terms leads to increase in numbers of features that causes more 
complexity (more time consumption and more memory space); on the other hand 
independence of data related to each other (information becomes less) generally doesn't 
worth classification. 

In other words, it is tried in decreasing general size to identify terms with less value, 
analyzing language corpus and texts in training set; then all these terms will be 
determined in a fixed list. Terms of input text are filtered automatically by this list. In 
local area, this is done for each group separately. Therefore, size reduction is itself a 
good field in information recovery and in particular in classification [2]. 

The first approach of size reduction using term selection is called filtering approach. 
Using some tools provided by information or statistics theory, irrelative terms would be 
filtered from extracted terms. Finally, independent of the applied filtering function, 
classifiers will be produced using reduced term space [2]. 
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A combination method using the decision tree and simple bees classifications has 
been offered in this article. As shown by the results, combination classifications can be 
more efficient compared to individual ones. 

Assign the text documents to pre-define categories called Automatic text 
categorization. This is important which this work to be with high performance. In this 
paper to improve efficiency of text categorization we proposed a hybrid method which 
uses from a filtering method to reduce the complexity of feature selection and uses from 
J48 in the learning step. The proposed method uses same classifiers with different 
sampling with replacement from the training set. We compared proposed method with 
J48 and Naive Bayes single classifiers. The results show that the proposed method has 
better performance than single classifiers in average precision, average recall and 
average F1 criteria. 

The remaining of the paper is organized as follows: in section 2 and 3 and 4 discusses 
the process of document classification. section 3 includes the proposed method and 
details of implementation and analysis of the proposed method. section 4 and 5 are 
dedicated to conclusion and references respectively. 

2. A Review on Text Classification 

According to the large amount of electronic textual information that are significantly 
available through internet and other sources, lacking appropriate indexing and 
classification causes information processing and recovery to face a lot of problems. Text 
classification has different applications including document pursuit, document 
management, document expand and information reduction. Several machine learning 
methods regarding text classification are used in recent years e.g. regression models 
[10], K-nearest neighbor (K-NN) [11], Naïve Bayes net works [12] and decision tree 
[13], each has a different calculation and accuracy. 

In [14] classification of the texts in Turkish are examined using n-gram. In this 
research, texts are classified using bigram, unigram, trigram and quadgram. Tests are 
performed on six hundred text documents which are classified in six categories and the 
efficiency of this study is reported 85.83%. 

Text classification using a combined algorithm is proposed in [15]; this algorithm is a 
combination of the algorithms K-NN and SVM. Results of this research done on a data 
set of Reuters indicate that the efficiency of this method is 81.48% in the best and 
54.55% in the worst condition. 

3.  Types of Classification 

According to classes discussed here, classification is divided to binary classification 
and multi-class classification. Binary classification allocates the samples exactly to one 
of the two available classification classes (Figure 1), while multi-class classification deals 
with more than two classes (Figure 1). Note that in this paper multi-class classification is 
discussed. 
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4.  Document Classification Process

Figure 3 shows the different stages of text classification including the set of 
documents, preprocessing, indexing characteristics, filtering characteristics, learning 
algorithm and evaluation [4
4.1  Documents 

The first step includes collecting data of different formats such as pdf, doc, html. 
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Figure 1. Binary Classification 

 

Figure 2. Multi-class Classification 

Document Classification Process 

shows the different stages of text classification including the set of 
documents, preprocessing, indexing characteristics, filtering characteristics, learning 

4], [8], [17], [19].  

The first step includes collecting data of different formats such as pdf, doc, html. 
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Figure 3. Different stages of automated text classification 

 

4.2 Preprocessing 

    Data mining is the process of extracting hidden patterns from large data sets. Data 
in the real world are usually incomplete and incompatible with high error probability. 
At this stage, different things, such as the following are done to data in order to refine 
them [4], [8], [17], [18], [19].  
 

- Tokenization: The whole text is changed into a set of distinguishable words 
leaving out punctuation and tags. 

- Stop word removal: Words such as the, and, not, for (in English) are omitted at 
this stage.  

- Term stemming: Words are changed into their root forms, and words that are 
differentiated with prefixes and suffixes but have the same root are placed in the 
same group (called words of the same family). 

4.3 Term Stemming 

At this stage of the process, a document is changed from text to document vector. One 
of the most common methods to do so is called the vector space model where 
documents are shown as vectors of words. After the above stages, the document can be 
shown as a vector of words with text characteristics. These characteristics can now be 
weighted according to their importance compared to their text document and class. The 
more important the characteristics, the more weighted.  
4.4 Characteristic Selection 

This stage is dedicated to selecting a subset of text characteristics. After the above 
mentioned stages, the number of characteristics in the text will be very large which will 
greatly reduce classification efficiency; therefore, the characteristic selection tries to 
pick the most important and most essential of the existing characteristics. Classification 
efficiency can improve by omitting unrelated and undistinguishable characteristics.  
4.5 Learning Algorithm 

Upon completion of the above mentioned stages, the text is now a vector of 
characteristics with different weights which is given to the learning algorithm to 
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produce a classification model. Upon production of the classification model, the class 
related to new texts can be distinguished.  
4.6 Evaluation 

The efficiency of classification can be determined using some parameters. The most 
important parameters include: correctness, accuracy, convocation and F criterion. Figure 
4 shows steps method and research objective. 

 Figure 4. steps method and research objective 
 

5. Proposed Model 
A combination method using two individual basic classifiers is implemented and 

evaluated in this article considering the importance of automated text classification. The 
main idea is that a multi-info decision (classifier) can be better than a single-info 
decision. May of the less important characteristics are omitted in the preprocessing 
stage. Since characteristic selection methods are divided into two classes of filter and 
cover, the proposed method uses the information interest filter characteristic selection 
technique. Filter methods are less complicated compared to cover methods. For the 
learning stage, simple bees algorithms and a J48 decision tree is used. In the 
combination method proposed, classes are trained using different samplings, and a final 
decision is made to determine document class using the voting combination method in 
the end. Then, the efficiency of the proposed method is evaluated by using various 
evaluation criteria. The details of the proposed method are given below. Figure 5 shows 
diagrams research general. 
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Figure 5. diagrams research general 

 

5.1 Data Set 

The real data set of Reuter’s news – 21578 has been selected in this article. This set of 
data was collected in and indexed by a group of Reuter’s News Agency in 1987. The 
original version of this data set includes 21578 text documents including Reuter’s news 
with 118 different classes. The ModApte Split method is used to separate training and 
experimental documents [16]. Since the single-label – multi-class method is focused on 
in this article, an R(8) subset is used which includes 8 main classes and 7676 text 
documents. Each document belongs only to one of the existing classes [6]. Table 1 
shows list of data set from Reuters for examine and test phase. 
 

Table 1. Document List of the Examine and Test Phase for the Data Set Reuters-21578 
Sets Examine  phase Test  Phase Total 
Acq 1596 696 2292 

Trade 251 75 326 
Ship 108 36 144 

Interest 190 81 271 
Grain 41 10 51 
Crude 253 121 374 

Earn 2841 1083 3924 
Money-�� 206 87 293 

 

5.2 Preprocessing 

In the preprocessing stage, operations such as changing capital letters to lower case in 
order to harmonize words, word separation, removing extra words, term stemming by 
well-know Porter’s algorithm and n-gram indexing at 2 to change text to a set of words 
measuring 2 in length have been carried out.  
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5.3 Characteristic Weighting 

The tfidf weighting method is used in this article where the functioning of classifiers 
is evaluated using this weighting method [9]. Tfidf is the result of multiplying two 
factors: tf and idf. Tf considers the repetition of the word in text while idf is document’s 
reverse frequency. Equation 1 shows how this method is used to calculate. 
 

Tfidf=tf*log(N/ni)     (1)  
5.4 Characteristic Selection 

The information interest technique has been used to select important characteristics. 
The usefulness of a word in a document in this method is the number of information bits 
calculated to predict class based on the existence or non-existence of the word in the 
text document [21]. Equation 2 shows this method. 

IG(tk,ci)=∑�∈{�� ,��̅} ∑�∈{�� ,�̅�} �(�,̅c)log2 
�(�,�)�(�̅)�(�)                                    (2) 

Where p(t,ci) is the number of text documents within the class ci with the word (or 
letter) t in them, and p(t-,ci) indicates the number of text documents within the class ci 
without the word t.  
5.5 Learning Algorithm 

Various algorithms such as bees classification, decidion tree, closest proximity k, 
backup vector machine, neural networks, and the Rocchio algorithm have been 
proposed. This article uses the simple bees method and J48 decision tree. Another 
algorithm proposed in classification is the simple bees method. This method is 
important for different reasons. It has a very simple structure and requires no 
complicated repeated parameter estimation. That means it can be used for very large 
data sets. The bees method is one of the fastest algorithms in classification. It is based 
on conditional probabilities. The decision tree is one of the most well-known and most 
widely used methods in classification. In the classification model based on the decision 
tree, the output knowledge is offered as a tree of different modes of characteristic 
values. Depicting knowledge as a tree has made it possible for classifications based on 
the decision tree to be fully explainable. The classifier in the decision tree is a tree 
where internal nodes represent characteristics, edges protruding from nodes are the 
characteristic selection criteria, and leaves represent classes.  
5.6 Classification Evaluation 

For evaluation purposes, the label attributed by the classification model to the text 
document has to be compared to the label to which the text document belongs. The 
occurrence different modes for classes and documents are based on the input data sets 
for classification at FP, TP, FN, TN for the positive and negative classes. Different 
evaluation criteria have been offered some of the most important of which are the 
correctness criterion, accuracy, convocation and F1 criterion shown respectively in 
Equations 3 to 6 [19]. 
 

Accuracy = ����������������                     (3) 
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Precisioni = ����������                               (4) 

Recalli = 
����������                                    (5) 

F1i = �∗����������∗������������������ �������                          (6) 

In the above equations, TP represents the number of samples with positive real class 
which have correctly been attributed to the positive class by the classification algorithm. 
FT represents the number of samples with negative real class which have wrongly been 
attributed to the positive class by the classification algorithm. TN represents the number 
of samples with negative real class which have correctly been attributed to the negative 
class by the classification algorithm. FN represents the number of samples with positive 
real class which have wrongly been attributed to the negative class by the classification 
algorithm. 

This article uses the data mining software RapidMiner ver. 5.2 to implement the 
proposed method [22]. It is an open source data mining software written in Java 
language and developed since 2001 [20]. Figure 6 shows classification correctness 
average; Figure 7 shows classification accuracy average; Figure 8 convocation average 
and Figure 9 F1 criterion average. As can be seen, combination classifications are more 
efficient compared to individual classifications. Among those, the decision tree 
classifier functions better than the simple bees method.  
 

 

Figure 6. Classification correctness average 
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Figure 7. Classification accuracy average 

 

 
Figure 8. Average convocation 
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Figure 9. F1 criterion average 

 
Results indicated that for this data set, the proposed method has the best efficiency to 

other algorithms. results shown in table 2 indicate that the best efficiency of the 
proposed method.  

Table 2. Results of the Proposed Algorithm 
 Average accuracy Average precision Average recall Average F1 

Hybrid Naive Bayes 90.37 76.60 89.10 82.37 
Hybrid J48 92.58 83.65 79.96 81.76 
Single Naive Bayes 86.33 64.30 68.90 66.52 
Single J48 88.37 67.88 66.55 67.20 

Table 3 shows the results of proposed method and J48 and Naive Bayes classifiers. 
 

Table 3.  results of proposed method and J48 and Naive Bayes classifiers 
 Proposed Method J48 Naive Bayes 

Average Precision 82.55 66.88 64.30 
Average Recall 78.96 66.56 70.10 

Average F1 81.74 68.20 66.52 
 

The results show that proposed method have better performance than J48 and Naive 
Bayes classifiers with %82.55 for average precision, %78.96 for average recall and 
%81.74 for average F1. Also for single classifiers, J48 have better performance than 
Naive Bayes classifier with %66.88 for average precision and %68.20 for average F1 
but Naive Bayes has better performance than J48 with %70.10 for average recall. 
According to this note that average F1 calculated by average precision and average 
recall, we see that better performance related to the proposed method, J48 and finally 
Naive Bayes respectively. 
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6. Conclusion 
In this paper, a new method of text classification is proposed. With growing access to 

the internet and text documents, it seems necessary to organize documents. One way to 
organize text data is to classify them. The objective of classifying text documents is to 
find the real class of the text document. A combination method using the decision tree 
and simple bees classifications has been offered in this article. As shown by the results, 
combination classifications can be more efficient compared to individual ones. Also, the 
decision tree classifier has shown better functioning than the simple bees method.  
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