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Abstract 
Automatic short answer grading (ASAG) is the automated process of assessing 

answers based on natural language using computation methods and machine 
learning algorithms. Development of large-scale smart education systems on one 
hand and the importance of assessment as a key factor in the learning process and 
its confronted challenges, on the other hand, have significantly increased the need 
for an automated system with high flexibility for assessing exams based on texts. 
Generally, ASAG methods can be categorized into supervised and unsupervised 
approaches. Supervised approaches such as machine learning and especially deep 
learning methods require the manually constructed pattern. On the other hands, 
while in the assessment process, student's answer is compared to an ideal response 
and scoring is done based on their similarity, semantic relatedness and similarity 
measures can be considered as unsupervised approaches for this aim. Whereas 
unsupervised approaches do not require labeled data they are more applicable to 
real-world problems and are confronted with fewer limitations. Therefore, in this 
paper, various measures of semantic relatedness and similarity are extensively 
compared in the application of short answer grading. In the following, an approach 
is proposed for improving the performance of short answer grading systems based 
on semantic relatedness and similarity measures which leverages students' answers 
with the highest score as feedback. Empirical experiments have proved that using 
students' answers as feedback can considerably improve the precision of semantic 
relatedness and similarity measures in the automatic assessment of exams with short 
answers. 

 
Keywords: Semantic Relatedness, Short Answer Grading, Latent Semantic Analysis, Explicit 

Semantic Analysis, Machine Learning, Deep Learning, E-Learning System 
 

 

1. Introduction 

Assessment is considered as one of the most prominent part of learning which can 
help us to evaluate the knowledge acquired by learners. Traditionally, assessment is 
done by an instructor or grader who checks students' answers and assigns them a score 
based on their similarity with the correct answer[1]. Using an instructor for answer 
grading is confronted with some limitations. One of the most crucial drawbacks refers 
the limited number of graders compared to the large number of learners. Furthermore, 
the grading process is also objective, costly and time-consuming[2]. Recent studies have 
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presented that there is not a high correlation between the responses assessed by different 
people. In fact, it can be said that the scores of students in one group with students of 
another group are quite different in a similar test which depends on graders' preferences 
and way of thinking[3,4]. According to mentioned challenges and growing use of 
electronic learning system, the need for an automated system for the aim of short 
answer grading is felt more than ever. A system which is able to evaluate answers in 
short time with high accuracy and eliminate the need for a grader. In such cases, 
employing an intelligent computer system with high speed and accuracy is essential[5, 
6]. 

Exams can be designed in different ways such as multiple choice, true/false and fill in 
blanks. Whereas these kinds of questions do not require sophisticated text analysis, 
various intelligent and automated systems have been proposed for assessment of this 
kind of exams over the time[2]. Despite the flexibility and applications of these types of 
exams, many teachers still prefer exams based on the text. Challenge of intelligent 
education systems begins when short answers based on the text are used for evaluation. 
Considering the fact that different students have various writing styles and knowledge 
in answering the questions, automatic grading of these responses is considered one of 
the obstacles in front of intelligent education systems. As matter of fact, the aim of 
studies in this filed is to propose a system which is able to grade short answers based on 
the concept and without considering writing and spelling mistakes[7, 8]. 

Several studies have been concerned with automatic short answer grading in previous 
decades. Methods in this filed are categorized into supervised and unsupervised 
approaches. Although supervised approaches such as machine learning methods and 
recently deep learning methods have achieved considerable results in this filed, they are 
confronted with some limitations. In other words. Supervised approaches require 
labeled datasets for training and building these datasets is costly and time-consuming. 
Moreover, these approaches are domain specific and they may have high accuracy in 
training but cannot perform extremely well during prediction process. In contrast, 
unsupervised approaches are independent of background knowledge and therefore are 
more applicable to real-world problems. Since in automatic grading systems, student's 
answer is compared to one or several correct answers and the similarity and relatedness 
among them specify the score, text semantic relatedness and similarity measures can be 
employed as unsupervised approaches for this purpose[9, 10].  

The contribution of this paper is twofold. First, various semantic relatedness and 
similarity measures are divided into two distinct groups of corpus-based and 
knowledge-based [11]and their performances are comprehensively compared in the 
application of short answer grading. The empirical result revealed that corpus-based 
measures have higher accuracy in short answer grading. Second, in order to improve the 
precision of semantic relatedness and similarity measure in the application of 
assessment, a new method is proposed which leverages students' answers with the 
highest score as feedback. Based on the results of experiments, using automatic 
feedback can significantly improve the precision of semantic related and similarity 
measures in the application of short answer grading. 

The remainder of this paper is organized as follows: Related research in the field of 
automatic short answer grading are discussed in section 2. Whereas the focus of this 
paper is on investigating the performance of semantic relatedness and similarity 
measures in the application of short answer grading, the existing semantic relatedness 
and similarity measures are divided into two groups and comprehensively studied in 
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section3. The proposed method is explained in section4. Empirical experiments and 
corresponding results are presented in section 5. Section 6 contains the conclusion and 
future works. 

2. Related Work 

The aim of an automatic short answer grading system is to compare student answer 
with an ideal answer and assign a score in a specific range. Considering the fact that in 
large organization assessment process can be very costly and time-consuming, using an 
automatic method for grading and both performance increment and cost decrement is  
essential[12]. It is completely obvious that in a large scale education system using 
traditional methods for assessment is not possible. Therefore, using automatic short 
answer grading is considered as a necessary element (not optional) of the online training 
system and is considered as one of the hottest topics in the field of natural language 
processing, information systems and educational[13].  

Short answer grading methods are generally divided into two groups. The first group 
contains methods which focus on correcting writing and grammatical mistakes and do 
not consider the concept[4]. In contrast, the second one includes methods which only 
focus on the concept of the answer and writing and grammatical mistakes do not have 
any impact on the assessment process.  In this paper, the methods which only consider 
the concept of the answers are studied[3]. 

Automatic short answer grading methods which focus on the concept are categorized 
into two type: supervised and unsupervised approaches. The general classification of 
existing approaches is presented in figure 1. Supervised approaches are also divided into 
machine learning and manually constructed patterns. Machine learning methods employ 
classifiers such as Naive Bayes (NB), Logistic Regression (LR), Decision Tree (DT), 
Artificial Neural Network (ANN), and Support Vector Machine (SVM)[14, 15]. In 
recent years deep learning models have also been widely used in this filed[10]. Other of 
the supervised approaches also require patterns generated by an expert for 
comparison[16]. In other words, if the student's answer conforms to the predetermined 
patterns, the question is answered correctly. It must be taken into consideration that this 
kind of methods do not deliberate on the concept, therefore, an answer with the correct 
concept that do not conform to the pattern is not scored properly[17, 18]. Moreover, 
there are some semi-supervised methods which have higher flexibility in comparison to 
supervised methods. It must be noted that all of these methods require a background 
knowledge containing predetermined patterns and their performance has a direct 
dependency on them. Furthermore, constructing a rich background knowledge is really 
costly and time-consuming. Existing challenges and difficulties caused to propose 
unsupervised approaches which do not depend on the direct involvement of human 
resources and they have higher applicability in real-world issues[3, 19, 20]. 
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Unsupervised approaches in comparison to supervised methods do not need patterns, 
therefore they have higher flexibility and are confronted with less limitation [21-
24].Unsupervised approaches can be classified into two groups of structural and 
semantic relatedness measures. Computing semantic relatedness among student's 
answer and the ideal answer is assumed as a highlighting technique in short answer 
grading systems. Semantic relatedness measures are also categorized into two types of 
knowledge-based and corpus-based[11, 25]. 

In corpus-based measures, the background knowledge is obtained by applying 
statistical analysis on the large collection of unsigned documents[13]. These methods 
generate a semantic space of terms where terms are distributed in the large corpus and 
terms' co-occurrences are used for computing semantic relatedness[26]. In these 
measures, each term is mapped to a multi-dimensional vector of concepts which 
represent implicit concepts[21-23]. On the other hand, knowledge-based measures 
leverage semantic relations among terms and concepts in background knowledge such 
as WordNet [27, 28]for computing semantic relatedness. In other words, these measures 
employ path length among two terms in a graph of concepts or semantic network of 
background knowledge for computing relatedness among terms[29]. 

3. Text Semantic Relatedness Measures 

Whereas one of the purposes of this paper is to make comprehensive comparison 
among various text semantic relatedness and similarity measures in the application of 
short answer grading, in this section wide range of corpus-based and knowledge-based 
methods are studied. Since most of the knowledge-based measures are only able to 
compute relatedness among term, the methodology presented in [27]has been used for 
computing semantic relatedness among texts.  Based on this methodology, for each term 
in the text, the maximum semantic relatedness score that can be achieved is considered. 
In other words, for each term W with part of speech C in an ideal answer, 

 can be followed as follows: 
 

 
(1) 

 
  

Where   is a term with part of speech of C in student answer and �is one the 
relatedness and similarity measures which are presented in the following section.  The 

Figure 1: Classification of existing methods [16] 
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semantic relatedness for each term is computed, summed together and normalized based 
on the length of both input texts.    

3.1 Knowledge-based measures 

In knowledge-based measures, the semantic relations of concepts defined in 
background knowledge are used to compute semantic relatedness. Some methods, 
especially earlier ones, have leveraged dictionaries and thesaurus[29]. Over time 
WordNet has changed into one of the most popular ontologies for computing semantic 
relatedness. The path was presented as a basic method which leveraged WordNet graph 
structure as ontology and considered inverse shortest path between two concepts [30]. 
The shorter the path from one node to another, the more related they are[30]: 

 (2)  

This method performed fairly well but didn't take the graph depth into account. [31] 
normalized the path length using depth of the graph and solve Path's shortcoming: 

 
(3)  

Where  shows the path length between two concepts and depth is the 
length of the longest path from the root node of the taxonomy to a leaf node[32]. 

Following the similar line of research, [32]proposed a measure which leveraged the 
notion of lowest common subsumer (LCS) of two concepts. LCS is the first shared 
concept from the leaf to the root of the hierarchy.  

 (4)  

[33]also used WordNet graph structure for computing relatedness.   Unlike above 
method which only took is-a relations between concepts into consideration, HSO used 
all of existing relations in WordNet.  

 (5)  

Where C and K are consonant, len is path length and turn is the frequency of direction 
changes between two concepts. Although the frequency of changes is less, semantic 
relatedness between two concepts is more. 

Future more, some measures were presented which used the notion of information 
content. These approaches are based on this hypothesis that the relatedness of two 
concepts depends on the amount of information that they share. The first IC-based 
method is introduced by [34] which used WordNet as an ontology. Based on this 
measure the information content between two concepts was computed respect to their 
LCS.  This means that if two pairs of terms have the same lowest common subsumer, 
the semantic relatedness between them will be equal: 

 (6)  

The information content of a concept is computed as: 
 (7)  

Where p(c) is the probability of encountering an instance of a concept c in a large 
corpus. Resnik’s definition of IC is widely used by later methods. Most of the later 
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To address Resink's problems,[35] proposed a measure. In this method, if a parent 
node is a subsumer, leaf nodes are used to compute semantic distance.  

 (8)  

 
On the other hand,[36] proposed a universal measure derived from information 

content. In the beginning, it was only applied to taxonomic structures.  

 (9)  

 
In addition, WordNet contains a small definition for each term which clarifies the 

meaning of the corresponding term. Lesk proposed a semantic relatedness measure 
which is based on the definition of terms in Wordnet known as a gloss. In other words, 
the Lesk measure assigns relatedness by finding and scoring overlaps between the 
glosses of the two concepts[37]. Vector is another knowledge-based measure which 
creates a co-occurrence matrix from a corpus made up of the WordNet glosses. Based 
on this measure, a vector is generated for each term and they are compared with each 
other for computing relatedness[27]. 

3.2 Corpus-based measures 

Corpus-based models leverage statistical analysis on background corpus to build 
semantic space. In other words, unlike knowledge-based methods, these methods do not 
require explicit relations among concepts and are able to compute relatedness between 
terms based on their co-occurrences in a large corpus of documents. Based on this 
theory, terms that co-occur in the same context tend to be related[29]. 

Going beyond simple co-occurrence, Latent semantic analysis (LSA)[38] is one of the 
most important measures which uses vector presentation for computing relatedness and 
it is able to discover hidden structure among terms. It is a dimensional reduction 
approach, which applies Singular Value Decomposition (SVD) on a term-document 
matrix in order to map terms to latent topics and generalize observed relations between 
terms and topics[38]. 

Another approach was introduced by [39] and it was referred as Explicit Semantic 
Analysis (ESA). Based on ESA, vectors constructed from Wikipedia concepts are used 
for computing relatedness. In other words, ESA relies exclusively on distributional 
similarity mechanism. Moreover, because of employing Wikipedia articles, which are 
understandable to humans, this model is explicit and presents high correlation 
coefficient with human judgments[39]. 

It must be taken into consideration that in spite of existing large number of measures 
for computing semantic relatedness and similarity of texts, a comprehensive study 
considering performance comparison of these measures in the application of short 
answer grading has not been accomplished yet. Therefore, the first goal of this paper is 
to clarify the performance of these measures in the field of short answer grading. In the 
following, it is supposed to present an approach that can be able to increase the 
precision of these measures in is this field. 
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4. An Approach Based on Automatic Pseudo-Relevance Feedback 

Automatic short answer grading using semantic relatedness measures can be done by 
comparing student's answer and an ideal answer. Whereas in exams based on the text 
the focus is on the concept of given answers and there is only one ideal answer, an 
answer despite having correct concept can be assigned by the low score. 

To fill this lacuna, a novel approach based on the feedback of students' answers with 
the highest score is proposed which is similar to the pseudo feedback method in 
information retrieval[40,42]. Using this technique and interpreting students' answers, 
the number of words in the ideal answer can be increased. In other words, correct 
answers can be used to expand ideal answer and in the following, the precision of 
semantic relatedness measures in the application of automatic short answer grading will 
be increased. The general overview of the proposed approach is presented in figure 2. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

As it is shown, Firstly, the semantic relatedness among students' answers and the ideal 
answer is computed using various measures presented in section 3. Secondly, assigned 
scores are sorted in decreasing order and then terms of N answers with the highest score 
are added to ideal answer (the ideal answer is expanded using terms of students' answers 
with the highest score). This step is inspired by similar to pseudo-relevance feedback 
used in information retrieval. Thirdly, remaining answers are scored again using a new 
ideal answer obtained from the last step. Indeed, N answers with the highest score are 
not graded again (using feedback), but the other answers are graded again using the new 
expanded ideal answer. Based on this strategy, the highest score of first N answer is 
saved and it is guaranteed that none of the remaining answers have a higher score than 
them. 

While the semantic scores gained from semantic relatedness measures are between 
zero and one and semantic scores of the dataset used in experiments is between one and 

Figure 2: Overview of the Proposed Approach  
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five, scores achieved from semantic relatedness algorithms must be scaled in order to 
assign scores to the answer. Finally, in order to specify the performance of the proposed 
method, the Pearson Correlation Coefficient between scores achieved from the 
algorithms and human grading (gold standard) is computed. Results of experiments, 
presented in next section, revealed that using pseudo-feedback can considerably 
increase the precision of semantic relatedness measures in the application of short 
answer grading. Notably, maximum improvement observed after about 4-6 iterations on 
average. 

5. Implementation and Empirical Results 

Experiments can be divided into two groups. In the first set of experiments, corpus-
based and knowledge-based semantic relatedness measures are compared with each 
other in the application of short answer grading. In the second set of experiments, the 
effect of using pseudo-relevance feedback on the performance of these measures is 
taken into consideration. 

5.1 Dataset  

Results of experiments are evaluated using mathematical analysis and computing the 
correlation between empirical results and human judgment. Whereas in the field of 
automatic short answer grading there are datasets containing sets of questions and 
students' answers which are scored by some teachers, various semantic relatedness 
measures can be applied to these datasets and by computing the Pearson correlation 
coefficient among empirical results the precision of these measures in application of 
short answer grading can be revealed[11].  

Dataset employed in this paper contains tree exercise that each of them includes seven 
questions and short answers which are answered by 30 students. Therefore, this dataset 
contains 630 answers. Answers are individually scored by two annonator in the range of 
zero (completely wrong) to five (completely correct) and The correlation between the 
two human judges is measured (r=0.7228)[23]. Notably, it is a standard dataset in the 
field of ASAG and large number of researches have been applied on it. Table 1 shows 
two question answer pairs with three sample student answers each are presented in 
Table1. The assigned grades by the two human judges are also included. 
Table 1-Two sample questions with short answers provided by students and the grades assigned by the 

two human judges[23] 

Sample questions, correct answers, and student answers Grades  
Question: What is the role of a prototype program in problem solving? 
Correct answer: To simulate the behavior of portions of the desired software product. 
Student answer 1: A prototype program is used in problem solving to collect data for the 
problem. 
Student answer 2: It simulates the behavior of portions of the desired software product. 
Student answer 3: To find problem and errors in a program before it is finalized. 

1 
 
5 
2 

2 
 
5 
2 

Question: What are the main advantages associated with object-oriented programming? 
Correct answer: Abstraction and reusability. 
Student answer 1: They make it easier to reuse and adapt previously written code and they 
separate complex programs into smaller, easier to understand classes.  
Student answer 2: Object oriented programming allows programmers to use an object with 
classes that can be changed and manipulated while not affecting the entire object at once.  
Student answer 3: Reusable components, Extensibility, Maintainability, it reduces large 
problems into smaller more manageable problems 

5 
 
1 
 
4 

4 
 
1 
 
4 
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5.2 Implementation  

In order to evaluate various measures of semantic relatedness in the application of 
short answer grading comprehensively, measures presented in section 2 are 
implemented. In the following implementation details of each measure is expressed 
respectively. It must be noted that although different configurations and implementation 
are available for each measure, it has been tried to choose the best one according to the 
previous studies. 

WordNet::Similarity package is employed for implementing measures which used 
WordNet as background knowledge[30]. Gensim package is also used for implementing 
LSA[41]. For implementing ESA, the methodology presented by[39]   is used. 
Noteworthy, the results obtained by each measure are normalized to be in the range of 
zero to one. Moreover, WordNet 1.2 and Wikipedia 2015 has been employed as 
background knowledge for implementing various knowledge-based and corpus-based 
semantic relatedness measures. 

5.3 Experimental Results 

In this section, comprehensive experiments have been done to evaluate the 
performance of semantic relatedness measures in the application of short answer 
grading. The experiments of this paper are divided into 3 parts.  In the first part of 
experiments, the performance of corpus-based and knowledge based semantic 
relatedness measures in the task of automatic short answer grading is explored. While 
the performance of corpus-based methods is highly dependent on background 
knowledge, the effect of domain and size of background knowledge is investigated in 
the second part of experiments. The effect of using the proposed method on the 
precision of semantic relatedness measures in the application of short answer grading is 
consider in the third part of experiments.   

According to the first part of experiments, the correlation among results achieved by 
experiments and human judgments using Pearson correlation coefficient is shown in 
table 2. Pearson correlation among scores obtained from algorithms and human scores is 
used to clarify the precision of each algorithm. In other words, Pearson correlation is 
used to specify how results obtained from algorithms are similar to human judgments.  

Results of experiments revealed that the performance of corpus-based measures in 
significantly better that knowledge-based measures in the application of short answer 
grading. Considering that the average correlation score between corpus-based measures 
with human judgment ( ) is significantly higher than the average 
correlation score between knowledge-based models with human judgment 
( . The best knowledge-based model has the correlation of 

 with human judgments, while the best corpus-based model has the correlation of 
The lowest correlation refers to HSO [33]and the highest one refers to 

ESA[39]. 
It must be taken into consideration that knowledge-based measures require structured 

background knowledge that its construction is very costly and time-consuming. In 
contrast, corpus-based measures use unstructured corpora which are confronted with 
less limitations in real world problems. 
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Table 2: Comparison between corpus-based and knowledge-based measures of semantic relatedness in 
the application of short answer grading 

Pearson Correlation Coefficient Algorithm Type 

0.451 Path [30]  
 
 

Knowledge-based 
measures 

0.223 LCH [31] 
0.363 Lesk [37] 
0.336 WuP [32] 
0.252 Resnik [34] 
0.391 Lin [36] 
0.449 JCN [35] 
0.196 HSO [33] 
0.382 Vector [27] 
0.513 ESA [39] Corpus-based measures  
0.438 LSA[38]  

  

As previously mentioned, the second part of experiments refers to investigating the 
domain and size of exploited background knowledge. In other words, the performance 
of corpus based measures, despite of their superior performance, is related to the used 
background knowledge and they are expected to be sensitive to its size and domain. In 
this regard, three training corpora were used in our experiments as Wikipedia full, 
Wikipedia small and Wikipedia specific. Wikipedia full is the open domain corpus of 
Wikipedia containing all articles which was used in the last part of experiments. 
Wikipedia small is random subset of Wikipedia with smaller size. Wikipedia specific is 
also a subset of Wikipedia containing articles in the field of computer science. The 
results of employing various kind of corpora along with the Pearson correlation is 
presented in table 3.  

Table 3: effect of various domain and size of background knowledge on the performance of corpus 
based measures   

Pearson Correlation Coefficient   Size  Algorithm    
0.438 2.1 GB LSA Wikipedia  
0.357 4 MB LSA Small 
0.468 78 MB LSA Specific  
0.513 2.1 GB ESA Wikipedia  
0.414 4 MB ESA Small 
0.483 78 MB ESA Specific  

 

By comparing the results of applying LSA in various corpora, it is observed that by 
employing a domain specific corpus, higher correlation is obtained. It can be concluded 
that the quality of text generally more important that the quantity of text for LSA. In 
contrast, by employing domain specific subset of Wikipedia, lower correlation is 
achieved. Therefore, it can be stated that for ESA the high dimensionality of concept 
space is very crucial.     

The third set of experiments express the effect of the proposed approach in section 4 
on the precision of semantic relatedness measures in the application of short answer 
grading. The result obtained from using pseudo-feedback with the aim of improving the 
precision of semantic relatedness measures in the application of short answer grading is 
presented in table 4. The results of experiments have shown that using pseudo-feedback 
can improve the precision of all semantic relatedness measures (Path algorithm is used 
as representative of knowledge-based measures). As it is clear, using Pseudo-feedback 
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can significantly improve the precision of LSA and Path methods in comparison to 
ESA. 

Table 4: Experimental results after using pseudo-feedback  
Pearson Correlation Coefficient   Algorithm    

0.488 Path 
0.523 ESA  
0.545 LSA  

 

Figure 3 presents the impact of automatic feedback based on the size of N. This 
diagram is drawn based on the number of answers with high scores used in feedback 
and Pearson correlation coefficient. As it is clear, increasing the number of N (more 
than 10) can cause a reduction in precision of algorithms. The diagram illustrates that 
LSA measure is more sensitive to automatic feedback than other algorithms and using 
automatic feedback can have a significant impact on the performance of this measure. 
Accordingly, this measure can extensively be employed in the application of short 
answer grading. 

 
 

Figure 3:  The effect of using automatic feedback on semantic relatedness measures 

6. Conclusion 

• In this paper, various measures of semantic relatedness are compared to each 
other in the application of short answer grading. For this aim, existing measures 
are divided into two groups of knowledge-based and corpus-based measures 
and extensive experiments are carried out to clarify the performance of these 
measures in the field of short answer grading. The results of empirical 
experiments present that corpus-based measures have higher precision in 
comparison to knowledge-based measures in the application of short answer 
grading and they are also confronted with fewer limitations in real world 
problems. In other words, knowledge-based measures require structured 
background knowledge that needs the human resource for construction. 
Notably, constructing this background knowledge is also costly and time-
consuming. 
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• In the following, a novel method was presented which combines students' 
answers with an ideal answer for improving the precision of semantic 
relatedness measures in the application of short answer grading. The presented 
method performs same as pseudo-feedback in information retrieval and expands 
the ideal answer using students' answers with the highest scores which cause 
significant improvement in precision of semantic relatedness measures in the 
application of short answer grading. Empirical results present that using 
automatic feedback has the considerable effect on LSA measure and can 
increase its precision up to 0.53. 

• For future work, with the aim of increasing the precision of semantic related 
measures in the application of short answer grading, they can be combined with 
machine learning algorithms. Deep learning methods can also be used for this 
aim. Moreover, by constructing a domain-specific background knowledge, it 
can be possible to design a system which can grade short answers in other 
languages such as Persian. 
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