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Abstract 
By pervasiveness of cloud computing, a colossal amount of applications from 

gigantic organizations increasingly tend to rely on cloud services. These demands 
caused a great number of applications in form of couple of virtual machines (VMs) 
requests to be executed on data centers’ servers. Some of applications are as big as 
not possible to be processed upon a single VM. Also, there exists several distributed 
applications such as MapReduce projects which exploit much number of VMs 
dispersed over physical machines (PMs) attached with high speed networks. These 
types of VMs involve mutual traffic transferring which is completely processed as an 
atomic application. High volume of traffic transfer among VMs may saturate 
network links and leads performance bottleneck for both data center and 
applications which seriously threat users’ service level agreement (SLA). 
Furthermore, communication energy consumption increases when network devices 
are heavily in use. This paper addresses the virtual machine placement (VMP) 
problem by considering inter-VM communications on VL2 topology. This is an 
optimization problem with the aim of network traffic transferring minimization. 
Dependent VMs are tried to be co-hosted or to be placed in close neighborhoods to 
minimize the amount of total traffic streaming over the network. A combined meta-
heuristic approach based and ACO and GA algorithms is employed to solve the 
problem. The results of simulations imply the superiority of our proposed approach 
in comparison with other state-of-the-art approaches in terms of reducing total 
traffic flow, saving energy, and declining resource dissipation in servers. 

 
Keywords: Cloud Computing, Network Traffic Management, Virtual Machine Placement, VL2, 

Meta-Heuristic Algorithms  
 

 

1. Introduction 

In two recent decades, Cloud Computing (CC) has been emerged as an inevitable 
paradigm in IT world which awards advantages in many facets such as scalability, 
elasticity, reliability, robustness, quality of service (QoS), and expenditures reduction to 
individuals and organizations [1-5]. In this phenomenon cloud providers (e.g. Amazon, 
Google, and Microsoft) and customers as two major categories of stakeholders interact 
both economically and technically based on pay-per-use model considering QoS 
determined in Service Level Agreement (SLA) [1, 6, 7]. CC employs virtualization 
technology to provide highly scalable and elastic services through Data Centers (DCs) 
facilities [8]. A DC is a pool of configurable servers, also named Physical Machines 
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(PMs), which are communicated via a shared network [9, 10]. Customers’ requests are 
delivered to the cloud environment in form of Virtual Machines (VMs) to be placed and 
processed in PMs. The process of efficiently placing a set of VMs into a minimum 
number of available PMs to gain a desirable utilization is a well-known NP-Hard 
problem, called VM Placement (VMP) [11]. Selecting VMP strategy influences variety 
of DC’s benchmark factors chief among energy consumption, computing resources 
wastage, network performance, and ecological impacts [9]. 
Numerous studies in literature have focused on VMP with different objectives: mostly 
focused on power consumption optimization and resources utilization with concern of 
DCs’ cost management and ecological issues [12-28]; and less studied around 
bandwidth and inter-VMs traffic management to avoid network saturation, reducing 
performance degradation, and consequently reducing SLA violation rate [29-35]. 
Although beside the growth of demands for cloud-based services, DCs and 
communication networks are extended quickly and becoming capable to host and 
process a greater number of VMs. On the other hand, there are colossal applications 
from gigantic organizations which are increasingly relying on CC as a daily-routine. 
Such applications e.g. MapReduce-based applications are often as great as not possible 
to be handled in form of a single VM. So they are divided into many mutual-
communicating VMs to be processed via several PMs over DC’s network [35]. Hence 
an efficient traffic congestion control mechanism is required to cover DCs’ tendency for 
scaling-up in network topology and accepting a greater number of requested VMs with 
different levels of data affinity. Optimization of network’s bandwidth usage in various 
grades of inter-VMs communications can improve satisfaction level of distributed 
applications. Co-hosting VMs with high affinity or at least placing them on PMs in a 
close proximity may reduce traffic stream among VMs on communication links and 
consequently total performance would be improved for both network and application. In 
such way, network’s depreciation can be decreased which is desirable for provider; and 
also SLA violation rate can be reduced which is obviously demanded for customer. 
Some of related works in literature have studied around this issue [32, 33, 35]. But there 
is a lack for considering impact of different levels of communications on network and 
applications status. 
This paper proposes a combined meta-heuristic communication-aware VMP approach 
which reduces total traffic stream on network links by placing high affinity VMs in 
closest neighborhoods as possible, specialized for VL2 topology. Proposed approach 
performs in three levels of communication patterns: congested, middle, and sparse with 
comparative point of view. A combination of two well-known Meta-heuristics, Ant 
Colony Optimization (ACO) and Genetic Algorithm (GA): ACOGA, is employed to 
improve outcomes in addition to overcome the NP-hard complexity of the problem. 
Since scaling-up in network’s size and hosting incremental numbers of VMs may 
seriously affect required performance, VL2 [36] topology is considered as case study 
due to ease of its scalability and possibility of generalizing results for every scale of the 
network. 

The rest of the paper is arranged as follows: an overview on related studies and a 
brief literature review are presented in sections 2 and 3 respectively. The proposed 
meta-heuristic approach is described in section 4. Section 5 is dedicated to evaluation of 
results; and conclusion and future works are represented in section 6. 
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2. Related Works 

In recent years along with growth of demands for cloud-based services, DCs became 
greater in size and scale. Hence VMP problem has attracted attentions in previous 
studies with different goals e.g. energy consumption and cost management [37-42]; 
ecological sustainability [19-26, 39]; and resources utilization [37-39, 41, 43]. Beside 
emerging colossal applications such as MapReduce based ones, necessity of efficient 
placing numerous communicating VMs on high scale DCs with the goal of traffic and 
bandwidth management has been crucial. Previous traffic- and communication-aware 
VMP researches can be investigated from two aspects: i) VMP strategy; ii) the solution 
type, which are overviewed in follows. 

 
2.1. Solving approaches 
 

Approaches of solving VMP problem generally fall into 3 classes: i) exact; ii) 
heuristic; and iii) meta-heuristic. Exact approaches such as Linear Programming (LP) 
[44-47], and Constraint Programming (CP) [48, 49] are capable to produce precise 
optimal solution. But due to exponential time complexity of VMP problem (NP-hard) 
these types of solving approaches are not convenient for real world instances with 
thousands of VMs and PMs. So they are limited to problems of small sizes and 
generally are not practical for modern DCs. 

Heuristic approaches such as any-Fit-works (First Fit (FF) [50], Best Fit (BF) [51], 
FF Decreasing (FFD) [52, 53], and pack-works (choose pack and permutation pack 
[54]) which perform in greedy manner, are capable to generate a single approximation 
solution in an acceptable time. However heuristics have a high potential to fall into local 
optimum trap [55, 56]. Therefor the given solution by these class of solving approaches, 
even with time-superiority against exact approaches, are not promising, specially, for 
large scale networks accommodating a great number of VMs as in real applicable 
instances. 

The third category of solving approaches, meta-heuristics, most promising among 
them: Genetic Algorithm (GA) [57], Ant Colony Optimization (ACO) [58], Particle 
Swarm Optimization (PSO) [59-62], and Simulated Annealing (SA) [63] can solve the 
VMP problem in a reasonable time by providing approximation solutions near to 
optimal using randomly generated data. Moreover, since meta-heuristics combine past 
heuristics to efficiently explore search space, they have a bigger chance to scape local 
optimal trap in comparison with heuristic algorithms. Although they are approximate in 
nature and achieving global optimal solution is not guaranteed [56, 29]. 

 
2.2. Traffic based VMP strategies 
 

Inter-VM communication is an inevitable challenge which emerged along with DCs’ 
networks scaling-up and growth of requests for high-affinity distributed VMs. This 
issue may result in network congestion which forms a serious bottleneck for 
performance for both communication network and applications; and consequently may 
increase SLA violation rate. Here, previous researches that have focused on traffic and 
networking issues are overviewed. 

In [64] authors presented some policies based on Integer Linear Programming (ILP) 
and heuristics for fairly allocating bandwidth among communicating VMs considering 
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capacity constraints. They evaluate performance of policies by monitoring total service 
and waiting times beside service time per unit. Outcomes showed that in cases of small 
average volumes or low arrival rates results of two heuristics, called Bandwidth Equal 
Share (BES) and Volume Centric Bandwidth Allocation: Heuristic (VCBA(H)), were 
close to those given by ILP-based policies. VCBA(H) had the best performance in cases 
of increasing in volume or arrival rate. Results were achieved from Fat Tree networks 
with 64 and 256 PMs that for second one ILPs were not tried because of exponential 
execution time. Also in large size cases of PMs and VMs there is local optimal trap for 
solution resulted from heuristics. 

Authors of [65] presented a Quadratic (QMVMP), two Linear Mathematical models 
(LMVMP and LMVMP-II), and two heuristic approaches (GRASP and BRKGA) to 
minimize cost of VMP problem over geographically separated DCs. Small instances of 
problem were solved using CPLEX general-purpose solver. Computational results 
showed improvements in lower bounds quality for LMVMP-II. However CPLEX was 
not practical for larger sizes of problem due to intractable execution time. Then 
heuristic-based approaches in combination with path-relinking procedure and a local 
search strategy were evaluated. Results showed a marginally advantage of BRKGA for 
small instances, while GRASP slightly won the comparisons for larger instances. 

A network-aware VMP approach with product traffic pattern (NA-VMP-PT) 
compatible with Clique or VL2 is proposed in [66], in which an activity level is 
assigned to each VM that represents the probability of occurring that a random user 
request may visit such VM. The proposed approach can produce an optimal solution 
with  complexity class in case of homogeneity of PMs, when each of which is 
able to host a same number of VMs. Although this optimality is not generalizable for all 
practical settings. Also lack of comparative experiments with other pioneer approaches 
is tangible. 

A Greedy VMP approach with Two Path Routing (GVMTPR) is presented in [67]. 
The proposed method performs in two phases: firstly it considers the efficiency and 
impact of VMP on network congestion status when a single shortest routing path is 
assumed; and secondly it splits the traffic stream and rout them into two separated paths 
with the goal of guaranteeing available bandwidth in case of failure of a single link or 
port. Outcomes on 128 servers in Fat Tree topology demonstrated that proposed 
approach outperformed FFD and random placement approaches. Although inter-VM 
congestion levels and generalizability of method for larger network scales were not 
considered in this work.  

Authors of [35] presented a 3-objective approach to solve VMP problem with the 
goals of utilization in computational resources and optimization in energy consumption 
beside total traffic reduction over DC’s network. Inter-VM communications was 
arbitrary and known from historical data. They solved the proposed model using a 
hybrid Multi Objective GA (MOGA) employing an exploitation procedure to perform 
excessive local search in neighborhoods of achieved solution to improve the chance of 
finding better results. Outcomes showed that MOGA outperformed Multi Objective 
ACO (MOACO), FFD, and random placement in a variety of extensive scenarios on Fat 
Tree and PortLand topologies. Traffic pattern was considered to be same with no 
variations in all the scenarios. 

In [68] a single objective heuristic algorithm is presented to solve VMP problem with 
the goal of maximizing a metric, called satisfaction, which measures the suitability of a 
PM for each of its assigned VMs in a heterogeneous network. This work investigated 
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tendency of each VM to receive or process traffic flow via particular computational or 
connectional nodes of network, which are called sink. Although traffic affinity of VMs 
was omitted in this greedy-based approach. 

A 2-objective meta-heuristic approach is presented in [69] with following goals: 
reducing the Maximum Link Utilization (MLU) and minimizing traffic over the 
network. Authors tried to achieve the first objective by balancing VMs during 
placement process; and co-hosting or at least placing high-affinity VMs under same 
network switches to achieve second objective. The number of switches routing traffic 
stream between source and destination PMs was defined as communication cost. A 
hybrid ACO algorithm enhanced by a 2-opt local search was employed to solve the 
problem. According to outcomes 37% reduction in the number of hot links and 20% 
reduction in MLU is reported. Communication among VMs considered to be same with 
no variations through simulations in this work. 

An approach, named VMPlanner, is presented in [32] to reduce power consumption 
in DC in following three steps: grouping VMs with considering traffic affinity; mapping 
VMs groups to rack servers with considering physical distance; and routing inter-VMs 
traffic stream with considering power. In this work the VMP process and traffic stream 
routing are handled so that much unused network nodes as possible are turned off to 
save power. Outcomes reported more power saving resulted from VMPlanner in 
comparison with ElasticTree [70]. The impact of different levels of inter-VM traffic is 
not met in this approach. 

In [29] an ACO-based 3-objective optimization approach is presented for VMP and 
consolidation problem with the goal of following objectives: reducing energy 
consumption; reducing resources wastage; and reducing the cost of communication 
energy. The whole process is divided in two parts: i) an initial VMP on available PMs; 
ii) consolidating placed VMs using migration to eliminate unwanted event of sprawl 
servers. Although the affinity among the VMs and its various levels is not investigated 
in this work. 

Authors of [34] presented a VMP approach in 2 phases: i) a link-aware flow 
threshold-based placement algorithm is proposed; ii) a number of VMP algorithms are 
offered beside the algorithm of the first phase to improve locality of traffic. The 
approach is tested on hybrid wireless 60 Giga Hertz links DC networks. Results 
reported a desired achievement in throughput, time of flow completion, and execution 
time complexity. Various grades of inter-VM communications are not taken into 
consideration in this work. 

A single objective approach, called MinDistVMDataPlacement, is presented in [71] 
which performs data and VM placement in a same time, solved by ACO. In this 
research data are tried to be placed on PMs in close neighborhood. The goal is to 
optimize traffic over the network and to reduce bandwidth usage by placing a number of 
VMs that are required. Results showed that presented approach has a better performance 
against other measure approaches. Nevertheless variety levels of affinity among VMs is 
not met in this study. 

In [72], a model of VMP beside migration is presented to reduce data access time by 
reducing distance between VMs and their required data which are saved on Storage 
Attached Networks (SANs). In policy of this research, all the VMs have a uniform 
access level to needed disk images; and VMs are tried to be placed on servers having 
more desired condition considering situation between servers and data, with the goal of 
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adhering user SLA. Outcomes indicated that proposed approach has an acceptable 
performance in data transfer among source and destination VMs. 

Authors of [33] presented a traffic-aware VMP Problem (TVMPP) to enhance scaling 
the network up. The main idea of this study is to place high-affinity VMs in nearest 
physical hosts as possible. The proposed algorithm is complemented using an 
approximation algorithm to evaluate it for problems of larger sizes. Results of 
simulations indicated an implicit dependency between network topology and the 
advantages of TVMPP. The advantages are desired for multi-layer topologies such as 
BCube [73], and in contrast they are not so significant for topologies which follow load 
balancing techniques such as VL2 [36]. 

 
2.3. Discussion 
 

Nowadays with increasing tendency of individuals and organizations to cloud-based 
services, DCs are growing rapidly to accommodate greater numbers of VMs, and 
specially, large size applications which are divided into many distributed 
communicating VMs to be processed via several servers. In this regard, selection of an 
appropriate VMP policy is so essential to handle inter-VM traffic streams in large scale 
DCs to avoid performance bottlenecks for both network and applications. VMP 
approaches in related past studies are mostly focused on energy saving, resources 
utilization, and environmental sustainability; and less investigated around bandwidth 
usage and VMs’ traffic affinities. While network congestion is a key issue which is 
required to be efficiently solved in modern DCs. Related network- and communication-
aware approaches generally tried to co-host high-affinity VMs or at least to place them 
on PMs in close proximities. However, according to our best knowledge different 
possible levels of communications among VMs for highly scalable topologies such as 
VL2 is not studied yet perfectly. Hence, in this work we propose a communication-
aware VMP approach by considering inter-VMs traffic patterns in three grades: 
congested, middle, and sparse, specialized for VL2 topology due to ease of its scaling-
up for hosting large size applications. 

 
3. Literature review 
 
3.1. Virtual Machine Placement (VMP) 
 

The process of placing a set of VMs on a number of available PMs, so the hosting 
PMs are tried to be efficiently utilized, is called VMP (Fig. 1), which belongs to NP-
hard problems [9, 79, 80]. 

In numerous of last studies, VMP has been modeled as a bin-packing problem having 
dimensions according to constraints implied in problem statement. The goal is to pack 
VMs as objects in a minimum number of PMs as bins, by considering problem 
constraints as bin’s capacity in each dimension, as shown in Fig. 2. The VMP problems 
fall into two categories according VMs arrival mode: static (offline), and dynamic 
(online). In static VMP all of VMs and their requirements are known. So VMs are 
assigned to available PMs with applying no changes on prior placed VMs. In dynamic 
mode, network situation is monitored in determined time durations to detect overloaded 
and underloaded servers. Then some earlier placed VMs may be migrated before 
assigning new arrived VMs to enhance servers’ utilization and to avoid ‘server sprawl’ 
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phenomenon. In fact, dynamic VMP is a step of consolidation process here which tries 
to periodically pack existing VMs on smallest number of available PMs, so that idle 
PMs to be hibernated to save more power [35].  

 

 
Figure 1. Virtual Machine Placement (VMP) [35]. 

 
 

 
Figure 2. One dimensional bin-packing schema [9]. 

 
3.2. VL2 Topology 
 

The term ‘topology’ is used for two concepts in cloud DCs’ literature: i) the pattern 
of communication among VMs, and ii) the DC’s shared network architecture which 
interconnects PMs [74]. Common DC network topologies are generally classified as 
following [75]: 

i. Hierarchical models such as Fat-Tree [74], Portland [72], and VL2 [36] 
ii. Resource models such as Dcell [76] and Bcube [73] 

iii. Rack-to-rack models such as Scafida [77] and Jelly fish [78] 
 
VL2 is a scalable flexible three tier hierarchical model which scales-up by increasing 

the number of ports of switches (node degree) in different levels as shown in Fig. 3. As 
shown in Fig. 3, the highest level, core layer, contains  intermediate switches which 
are connected to D aggregation switches via 10 GB links. Top of Rack (ToR) switches 
in lowest level, access layer, interconnect their underlying racks, each of which 
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containing 20 to 40 PMs, to the aggregation switches. Traffic is first routed from PMs to 
corresponding ToR switch using 1 GB link and then forwarded to a randomly selected 
intermediate switch in core layer via aggregation switch. Next the traffic is forwarded 
back to its real destination in access layer [36]. 

 
Figure 3. VL2 topology [36]. 

 
4. Problem definition 
 

This study is concentrated on optimizing overall traffic stream among VMs 
specialized for scalable DC network topology, VL2. In this regard, inter-VM 
Communication Matrix (CM), algorithm of calculating traffic transferred between each 
arbitrary pair of VMs, and optimization function for overall network traffic are defined 
in this section. 

Various VMs, specially, in distributed applications may have dependencies to be 
completely executed. The type, direction and volume of traffic between VMs can be 
extracted from historical data as VMs’ expected behaviors. Traffic dependencies among 
VMs are shown in form of a matrix as defined below: 
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In VMP each VM can be assigned to each arbitrary PM. The communication between 

two VMs directly depends on the physical distance between their host PMs. The 
physical distance between each pair of PMs can be calculated by counting the number 
of ‘hops’ between them. A hop is a step from one node of the network to the other one. 
In VL2 topology, the distance between each pair of PMs can be calculated according to 
Algorithm 1. Generally in VL2 topology each rack underpins 20 to 40 servers. The 
VMs hosted by a single PM have no communication cost. A pair of dependent VMs 
hosted by PMs under a ToR switch have to transfer traffic to each other by passing two 
hops. In other situations, communication traffic passes six hops to reach destination. 
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This study formulates an approach aim to optimize total traffic stream over network 
by placing dependent VMs on PMs in proximities as close as possible. In this manner, 
the number of hops between dependent VMs is reduced, so consequently the total traffic 
flow on the network is reduced. 

By considering distance of PMk and PMℓ hosting VMi and VMj respectively, the 
Total Traffic Flow (TTF) over the network is defined as equation (2): 

( ) ( )

{ }
{ }

1

min , , (2)

, 1, 2, ,
1, 2, ,

n

j

TTF Distance k CM i j

k m
i n

=

= ´

" Î

" Î

å l

l K

K

 

 
Where n is the number of VMs and m is the number of PMs. To solve defined 

optimization problem, a combination of ACO and GA, named ACOGA, is employed 
which is explained in detail in next section. 

 
Algorithm 1. Distance 
Input: k, ℓ (index of PMs hosting VMi and VMj respectively), r (number of PMs in a rack), ɛ 
(very small positive number) 
Output: distance of PMk and PMℓ 
1: Begin 
2:   if  k = ℓ  then  distance = 0;  % --- distance inside a same PM  
3:   else if   =   then  distance = 2;  % --- distance under a ToR switch 
4:   else distance = 6;  % --- distance out of ToR switch 
5:   return distance; 
6: End % --- end of Algorithm 1. Distance 

 
5. Proposed communication-aware approach 
 

To solve the communication-aware VMP problem defined in former section, this 
study represents a combined meta-heuristic approach based on co-working two well-
known meta-heuristic algorithms: ACO and GA, named ACOGA. A brief chart of 
ACOGA is illustrated in Fig. 4. We can enumerate merits and demerits of both ACO 
and GA. Then, we conduct mixture of ACOGA in such a way to engage only their plus 
points. ACO converges quickly and GA has good exploration ability, but it is a little 
slowly. Similar, to other meta-heuristic algorithms GA starts with initial population. To 
speedup this algorithm, we exploit ACO to generate semi-random, but sub-optimal 
population which constructs part of whole initial population. The rest population is 
purely generated randomly. This experiment let to promising results in which ACOGA 
beats both GA and ACO individually. One important thing to mention is that these two 
algorithms are flexible to be customized for discrete VMP problem in contrast with new 
meta-heuristic algorithms such as Grey-wolf and even Whale optimization algorithm 
that are continuous in nature. 
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Figure 4. Chart of proposed ACOGA 

As shown in Fig. 4, firstly the problem is solved using ACO as usual. In the next 
step, the problem is solved using GA which is fed by 50% of the best solutions 
produced by the ACO in the arrangement of initial population. High level pseudo codes 
of ACO and GA are implied in Algorithm 2 and Algorithm 3 respectively. 

An initial random solution is created by placing n VMs on m PMs, so that each PM 
can accommodate at most 4 VMs up to its capacities thresholds. VMs by considering 
their requirements for memory and processor as problem constraints are placed on PMs 
in form of 2-dimenssional bin packing problem with the goal of minimizing TTF 
defined in equation (2). 

In both algorithms, 2 and 3, the fitness function calculates the TTF of each solution. 
Obviously smaller values of TTF are desirable. Therefor a solution with the smallest 
fitness value is the best VMP result. However, beside TTF reduction, the number of 
PMs in use and idle PMs are monitored to save energy and resources. 

All the steps of ACOGA are applied for three CM modes separately: 
- Sparse: less than 25% of VMs have communication 
- Middle: between 25% and 75% of VMs have communication 
- Congested: more than 75% of VMs have communication 

 
Algorithm 2. VMP by ACO 
Input: VMs requirements, PMs capacities, CM, ACO parameters 
Output: a set of VMP solutions 
1: Begin 
2:  hop = distance (each pair of PMs); 
3:  % --- initial solutions  
4:   for s = 1 : number of ants 
5:   │ % --- a VMP arrangement as initial solutions[s] 
6:   │   for i = 1 : number of PMs 
7:   │   │   for j = 1 : number of VMs 
8:   │   │   │   for k = 1 : maximum number of VMs allowed for each PM up to capacities 
9:   │   │   │   │  if VM[j]’s requirements  PM[i]’s capacities 
10: │   │   │   │  │ then place VM[j] on PM[i][k] 
11: │   │   │   │  end 
12: │   │   │   end  
13: │   │   end  
14: │   end 
15: │   % --- initial solutions[s] is created  
16: end  
17:  solutions fitness = fitness (initial solutions); 
18:  pheromone = update (pheromone);  % --- based on initial solutions fitness 
19:  for iteration = 1: maximum iteration 
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20:  │    new solutions = next solutions (pheromone); 
21:  │    new solutions fitness = fitness (new solutions); 
22:  │    new pheromone = update (pheromone);  % --- based on new solutions fitness 
23:  │    idle servers = number of idle PMs in solutions[iteration]; 
24:  │    solutions = new solutions; 
25:  │    pheromone = new pheromone; 
26:  end 
27:  best ACO solutions = 50 percent of most fitted solutions;  % --- will be used to feed GA 
28: End % --- end of Algorithm 2. VMP by ACO 

Next section is dedicated to comparison and evaluation of proposed ACOGA against 
other state-of-the-art rival approaches. 

 
Algorithm 3. VMP by GA 
Input: VMs requirements, PMs capacities, CM, GA parameters, best ACO solutions 
Output: a set of VMP solutions 
1: Begin 
2:   hop = distance (each pair of PMs); 
3:   % --- half of initial population 
4:   for p = 1 :  
5:   │ % --- a VMP arrangement as initial population[p] 
6:   │   for i = 1 : number of PMs 
7:   │   │   for j = 1 : number of VMs 
8:   │   │   │   for k = 1 : maximum number of VMs allowed for each PM up to capacities 
9:   │   │   │   │  if VM[j]’s requirements  PM[i]’s capacities 
10: │   │   │   │  │ then place VM[j] on PM[i][k] 
11: │   │   │   │  end 
12: │   │   │   end  
13: │   │   end  
14: │   end 
15: │   % --- initial population[p] (chromosome (p)) is created 
16: end  
17: % --- best ACO solutions are inserted as 2nd half of initial population 
18:  for p =  : population size 
19:  │ Initial population[  .. population size]  best ACO solutions 
20:  end 
21:  for iteration = 1: maximum iteration 
22:  │  population fitness = fitness (population);  % --- based on initial population  fitness 
23:  │  idle servers = number of idle PMs in population[iteration]; 
24:  │  parents = roulette wheel (population); 
25:  │  children = crossover (parents); 
26:  │  correct children = check and correct (children);  % --- correction of chromosomes 
27:  │  muted = mutation (population); 
28:  │  intermediate population = concatenate (correct children, muted, elites of population); 
29:  │  for p = 1: population size 
30:  │  │ new population [p] = random selection (intermediate population); 
31:  │  end 
32:  │  population = new population; 
33:  end for 
34:  return population[p-1];  % --- returns population of final iteration 
35: End % --- end of Algorithm 3. VMP by GA 
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6. Results and evaluations 
 
6.1. Parameters, settings, and simulations 
 

As mentioned earlier, this research studies TTF specialized for VL2 DC topology in 
three levels: sparse, middle, and congested using ACOGA. The proposed approach is 
applied for 80 homogeneous PMs, 20 PMs per rack, and 120 VMs. Homogeneous PMs 
are of same configuration. In this study CPU and Memory capacities of PMs are 
considered 6000 MIPS and 8 GB respectively. However, for heterogeneous servers with 
different configurations or in case of existing probable bandwidth limitations, our 
current assumptions require some changes to adopt new situation. 

For evaluating the results, a comparative analysis is represented in this section 
against a heuristic greedy based approach; and two meta-heuristics: GA, and ACO. GA 
and ACO are solved as usual for data and specifications of the problem of this study 
with parameters and settings as depicted in Table 1. 

 
Table 1. Parameters and settings 

Approach GA ACO 
 

Parameters 
and 
Settings 

 

Population size: 100 
Maximum iteration: 50 
Crossover rate: 0.8 
Mutation rate: 0.1 
 

 

Number of ants: 100 
Maximum iteration: 50 
Alpha: 0.8 
Beta: 0.2 
Evaporation rate: 0.1 
Minimum level of pheromone: 0.01 
Maximum level of pheromone: 1.99 

 
For greedy approach, firstly VMs communications in CM are sorted descending, and 

then VMs with highest volume of traffic transfer are tried to be co-hosted or placed in 
nearest proximities. Because of randomness nature of meta-heuristic approaches, the 
simulations are repeated 20 times for each meta-heuristic approach and the average 
values are considered as result. Outcomes are depicted in Fig. 5 and Table 2. As Fig. 5 
shows, three meta-heuristic approaches have a significant superiority against heuristic 
greedy one in all the CM modes. Also proposed ACOGA outperformed two near rival 
approaches, ACO and GA, specially, in congested mode. Fig. 6 and also Table 2 show 
the average of idle servers. The numbers of idle PMs in different CM modes imply 
advantage of proposed ACOGA from energy and resource saving point of views. 
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Figure 5. Comparison and evaluation of results 

 

 
Figure 6. Average of idle servers 

 
 

Table 2. Simulations results 

 Sparse Middle Congested 
 TTF Idle PMs TTF Idle PMs TTF Idle PMs 
Greedy 4280480 16 6895484 15 9621772 16 
ACO 2217140 16.79 3485590 16.53 5860992 16.83 
GA 2134548 19.16 3392972 19.28 5761954 19.5 
ACOGA 2026640 19.4 3281897 19.5 5549700 20.25 
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6.2. Time complexity 
The proposed ACOGA approach is a sequential execution of two meta-heuristics: GA 
and ACO. Therefore, the overall time complexity can be achieved by calculating the 
complexity of two mentioned algorithms separately. There are many procedures in the 
body of ACO and GA, which consist ACOGA together. So, the complexity of each 
meta-heuristics is reached by calculating the total complexity of procedures. In this 
regard, having n VMs, m PMs, by considering the parameters defined in Table 1, and 
the procedures shown in Algorithms 1-3, we have time complexities as depicted in 
Table 3. As shown in Table 3, the number of solutions, namely number of ants and 
population size, in both meta-heuristics are determined by the user in initializing phase 
as fixed values. Also crossover rate is usually defined as a positive value less than 1, 
which can be ignored as coefficient of population size. Since these two meta-heuristics 
are sequentially executed, the total number of solutions can be omitted as a fixed 
coefficient in overall runtime. Therefore, the time complexity of ACOGA equals: 
 

2 2

2 2

[(     ) (  )]

(  )

O number of ants crossover rate population size maximum iteration m n

O maximumiteration m n

+ ´ ´ ´ ´ =

´ ´
 

 
Table 3. Time complexity 

 Procedure Complexity 
 
 

A 
C 
O 

Distance (1)O  

Solution 2(   )O number of ants m n´ ´  

Fitness 2 2(   )O number of ants m n´ ´  

Update (   )O number of ants m n´ ´  

Idle servers (   )O number of ants m n´ ´  

Overall for ACO: 
2 2(    )O maximum iteration number of ants m n´ ´ ´  

 Procedure Complexity 
 
 
 
 
 

 
G 
A 

Distance (1)O  

Population 2(  )O population size m n´ ´  

Fitness 2 2(  )O population size m n´ ´  

Idle servers (  )O population size m n´ ´  

Roulette wheel 2(   )O population size crossover rate´  

Crossover (   )O population size crossover rate´  

Check and correct 2 2(   )O population size crossover rate m n´ ´ ´  

Mutation (   )O population size mutation rate´  

Random selection (  )O population size  

Overall for GA: 
2 2(    )O maximum iteration population size crossover rate m n´ ´ ´ ´  
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Complexity of ACOGA: 
2 2(    )O maximum iteration number of ants m n´ ´ ´ + 

2 2(    )O maximum iteration population size crossover rate m n´ ´ ´ ´ = 
[(     )O number of ants crossover rate population size+ ´ ´  

2 2(  )]maximum iteration m n´ ´ =  
2 2´ ´O(maximum  iteration m n )  

 
 
7. Conclusion 
 
Cloud computing plays an inevitable role in today’s IT world. Beside the growth of 
demands for cloud based services, great and distributed applications are relying on 
cloud environment as a daily routine. Great and distributed applications often require to 
be dispersed over many dependent virtual machines with mutual communications to be 
processed as an atomic execution unit. Each virtual machine can be placed on an 
arbitrary physical machine in a data center. Communications among virtual machines 
may saturate network links, threaten performance of both data center and application, 
and consequently increase communication energy consumption and service level 
agreement violation rate. This paper addressed a combined communication-aware meta-
heuristic based approach, named ACOGA, to optimize total traffic flow (TTF) on the 
network along with reducing active servers to save energy, and utilize resources 
efficiently. The proposed ACOGA performs TTF optimization by co-hosting high 
affinity virtual machines or placing them on physical machines in close proximities, 
specialized for scalable flexible VL2 data center network topology. Simulation results 
proved the superiority of proposed ACOGA against greedy, ACO, and GA approaches 
in the sense of communication reduction beside energy and resources saving. For future 
directions, TTF for heterogeneous PMs or limited bandwidth access can be studied. 
Also optimization of inter-VMs traffic stream for concatenation of two or more different 
topologies seems attractive to follow. 
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