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Abstract 
Recommender systems are the systems that try to make recommendations to each 

user based on performance, personal tastes, user behaviors, and the context that 
match their personal preferences and help them in the decision-making process.  One 
of the most important subjects regarding these systems is to increase the system 
accuracy which means how much the recommendations are close to the user interests. 
In this paper, to achieve the mentioned aim we use a combination of K-means and 
differential evolution algorithms. The K-means algorithm determines the best 
recommendations for the current user based on the behavior of the other users.  The 
differential evolution algorithm is used to optimize the user clustering in the 
recommender system. Given that the proposed model has been tested in a movie 
domain, the films suggested to the current user, have the highest rates from the users 
who are similar to the current user. The results gained from the simulation show the 
superior performance of the proposed model in comparison to the related works with 
an average increased accuracy of 0.01. 
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1. Introduction 

Nowadays, instead of traditional forms, many business activities can be done on the 
internet and online shop as a kind of e-commerce is one of these activities [1]. Many 
online shops provide products without any time and space limitations and expose their 
users to news, films, books, and hundreds of thousands of other products and they choose 
from them based on their tastes and needs [2]. But when users encounter this vast amount 
of data, it becomes hard to choose, and searching in this space takes a lot of time from 
them [3]. The recommender systems are created to solve the vast data problem and help 
users choose their products [4][5]. But a recommender system is the system that can 
analyze past behaviors and provide recommendations for new problems [6]. These 
systems suggest the most appropriate and closest product to the user’s taste by guessing 
the user's way of thinking [7] [8].  

One use of the recommender systems is introducing the user's needed resources.  These 
resources could be special information that user needs or products such as books or a 
user’s favorite movie among the infinite information that the user faces [9]. Regarding 
the explanations, the provided method in this article for increasing the accuracy of the 
recommender systems is a method based on collaborative filtering [10].  One of the 
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subjects which are the center of attention in the current studies in the field of 
recommender systems is the combination of the different algorithms to increase the 
accuracy in these systems [11]. One of the base algorithms which is used for 
recommender systems is the K-means algorithm [12].   

Although several previous research works have tried to use a genetic algorithm with a 
common accuracy, the evolutionary algorithm used in this paper is the differential 
evolution algorithm that meets a higher amount of accuracy [13][14][15]. The main 
difference between the differential evolution and genetics algorithms is in the selection 
operator [16]. The combination process is such that at first, using the K-means algorithm, 
various populations, which are incorporated in the clusters of a dataset, are created and 
then using the differential evolution algorithm and based on the defined fitness function 
in this algorithm, the optimized population is chosen in the current study.  

Although many methods have been suggested for increasing the accuracy of 
recommender systems, it is still expected that the methods using clustering technics have 
more accuracy with different number of neighbors [17]. By combining the K-means and 
differential evolution algorithms, that is the contribution of the current study, the accuracy 
of the recommender systems is increased and such combination has not been utilized in 
the previous similar researches [18]. The rest of the paper is organized as follows. In 
section 2, some similar related works are introduced so that the advances about the 
accuracy increment of recommender systems are revealed so far. The details about the 
proposed methodology are highlighted in section 3 describing the components of a 
recommender system with this method and how they work. In section 4, the proposed 
method is simulated using simulation in MATLAB and the results of the simulation of 
this study are mentioned in section 5 comprising the calculation of the evaluation metrics, 
the comparisons between the suggested method, and other similar works based on the 
metrics. Finally, in section 6, the conclusion and future works are specified. 

2. Related works 

One of the researches related to the provided method is to use the genetic algorithm 
cryptography as a substitute for the K-means algorithm’s clustering which targets the 
reduction of the search space and improving the quality of clustering [19][20][21]. As the 
results, the proposed method considering precision and recall was compared to two other 
algorithms including K-means and k-NN and both clustering methods had better 
efficiency than k-NN. Although K-means started with better efficiency, the proposed 
method got better after the neighborhood size of 30. There is a method to recognize the 
similarities between the users using the evolutionary optimization algorithms based on 
knowledge called cultural algorithms [22]. By comparing the accuracy of the proposed 
method with other researches, an outperformance of the suggested method rather than the 
others was observed by the Pearson Correlation Coefficient, Cosine, and GA algorithms.  
To suggest movies to users, some methods are provided such as K-means algorithms  and 
K-nearest neighbors, also using the K-means algorithm’s clustering and honey bee 
colony, which are performed similarly [23][24][25].  By using the method of C-MCS, the 
clusters were more accurate in comparison with the pure K-means [23].  

There is a method using the grey wolf algorithm for the recommender systems which 
rates the movie based on its history data [26][27]. The proposed model had an MAE value 
of 0.68, less than the other studies. Except for the PCA-K-means algorithm, the proposed 
method had higher accuracy in comparison to the other 10 algorithms. In the field of 



Journal of Advances in Computer Research  (Vol. 11, No. 3, August 2020) 41-59 
 

43 
 

differential evolution algorithms, regarding the samples’ different penetration levels in 
cluster analysis, some weights are introduced to design a weighting Euclidean distance 
[28]. The results proved that the elementary center of the clustering which was calculated 
by the proposed method has an approximate adoption to the ultimate center and the 
accuracy of the algorithm was higher than the other compared researches.  

In a method, regarding the attributes of the Gaussian distribution, Khushi distribution 
and the mutation factor are used to improve the searching strategy [29]. The evaluation 
of the method showed that the accuracy of the CO-JADE method was higher than the 
HCOEA and COEA/ODE methods as the related works. A multi-part model is suggested, 
which improves the accuracy and diversity of the recommendations at the same time.  By 
using the global positioning systems’ data to produce a trip recommendation, a smart 
recommender system based on the basic approaches was presented [30]. The 
experimental results showed that the proposed method had the most Coverage and F-
Measure along with the least RMSE in comparison to the other 6 similar works.  

The matching of passenger and taxi driver has a critical role in the modern taxi systems.  
To do so, a two-step matching system of the taxi and passenger is optimized using the 
differential evolution algorithm to make sure of the service quality and proper profit [31]. 
Using the proposed model, a reliable, flexible, and efficient schedule algorithm was 
presented for according taxis and passengers. To make more accurate recommendations, 
there are methods that use the modified cuckoo search algorithm to optimize the data 
points in the cluster, the new evolutionary clustering method  to gather the users with 
similar interests in the same cluster, and the K-means clustering algorithm to rate personal 
products [32]. This investigation showed a value of 0.68 as MAE, less than its previous 
works. Considering the combination of two algorithms including K-means and PSO, a 
method  proved that this combination can produce the recommendations with higher 
accuracy in comparison with using only PSO or K-means in the recommendation 
generation process [33][34][35]. Another method used the combination of K-means and 
Genetics algorithms [36]. The suggested method was tested on two datasets and the 
results showed an acceptable accuracy which was observed in other work similarly [37]. 

As described in this section, different studies have been suggested for increasing the 
accuracy of recommender systems. However, it is expected not only to decrease the error, 
but also to increase the accuracy of recommender systems during the increment of the 
neighbors in the clusters. The proposed method fulfils this issue using a combination of 
K-means and differential evolution algorithms. 

3. Proposed Method 

In this work, we propose a novel framework for the recommender systems. In Figure 
1, the steps that form part of our recommendation process are depicted. In a nutshell, our 
approach encompasses two main phases, namely, the clustering phase and the 
recommendation phase. During the clustering stage, the operations related to clustering 
are done and the calculations related to the recommendation generations are performed 
in the recommendation stage.
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Figure 1: Model of the Proposed method 

After presenting the model of the suggested algorithm, in the next parts, more details 
about the steps of the suggested algorithm are explained.   
3.1. Entering users’ data:   

In this step, the users’ opinions regarding different items are entered into the 
recommender system in the form of a matrix. These items are used to cluster users more 
precisely.  Therefore, similar users based on items are placed in one cluster.  

In some categories such as movies, shopping, favorite sport, etc., some ratings are 
obtained from the user.  In fact, in this step, the user will rate the items of a particular 
field from 1 to 5.  These rates show the importance level of the items.  This rate setting is 
created as a matrix based on (1):  
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(1) 

Matrix R is known as the user-item matrix or the rating matrix. The variable m is the 
number of rows, which is the same as the users, and n shows the number of columns, 
which is the number of the specified items in a particular field.  Meanwhile, di,j represents 
the rating of the i-th user to the j-th item.  
3.2. Initializing the rating matrix:  

In this step, the items which the users have rated, are put into an input matrix  
3.3. Clustering the rating matrix:   

The input rates of the users are entered into the proposed framework. In this step, the 
K-means algorithm will cluster and produce the initial population.  Then, this initial 
population are given to the differential evolution algorithm, and this algorithm will 
optimize the clustering algorithm by calculating the fitness of the populations created in 
several steps.  

After creating the rating matrix, user clustering is done using the matrix in Eq. (1).  
One of the most critical points in clustering algorithms is to determine the appropriate 
number of clusters. A suitable number of clusters will make the clustering algorithm 
process more optimized.  

In this paper, we will use the silhouette criterion to determine the optimized number 
of clusters [38]. After determining the optimized number of clusters, the dataset must be 
clustered using the combination of k-means and differential evolution algorithms. In the 
k-means algorithm, at first, the initial population is created using (2):  

 (2) 
The Equations (2), (3), and (4) related to simulation, are used in the MATLAB 

software.  In (2), Uniform_Random_Number, which exists in the library functions of 
MATLAB, will produce a random number with even distribution, X shows the 
population, lower and upper determine respectively the lower and the upper bound to 
create regular random numbers. 

After initial population creation, as mentioned, the fitness function of the population 
is calculated using the differential evolution algorithm.  The input parameters for this 
function are generated population (x) and main dataset (y) for clustering. This function is 
calculated using (3):  

 (3) 
The output of the function Pairwise_distance_two_sets is the Dm*n matrix, which 

shows the distance between the x and y vectors.  After calculating the distance between 
the two x and y vectors, which is done using the multiply operator, the least distance is 
chosen as the best answer for this population. Then, amongst the obtained answers from 
the different states of the algorithm repetition, the least distance is chosen as the best 
answer, and the vector corresponding to this least answer is considered as the result of 
clustering. To calculate the new population in the differential evolution algorithm, we 
must initially define the Mutation and Crossover operators in the suggested algorithm.   

The Mutation operator is defined as followed.  The Q range is defined as (4): 
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 (4) 
In the Eq. (4), i shows the loop's counter, and pop size refers to the size of the 

population. In the next step, the 3 random vectors coming from the Q vector must be 
created.  These vectors are defined as (5):  

 (5) 
Then we define A, B, C using (6): 

 (6) 
After calculating the values based on (6), the Mutation function is defined as (7): 

 (7) 
In (7), the population is the created population in the previous step, and the variable beta 
is defined as (8):  

 (8) 
In (8), Random, from the library function of the MATLAB software, will create a 

random vector in the range of BetaLB and BetaUB.  To calculate the Crossover operator, 
a random number between 1 and nvar is created and nvar is the multiplication result of 
NE1 and NC2 which respectively are the number of entries and the number of clusters. As 
followed, a random set including 1 to nvar and (9) is evaluated:  

 (9) 
The Eq. (9) produces the location of the numbers, which are less than a crossover 

probability from the random numbers created in the range between 0 and 1. Consequently, 
based on the (10), the new population is created:  

 
(10) 

In (10), U is the set obtained from the Mutation operator. 
3.4. Determining the cluster related to the current user  

In this step, based on the gathered information from the previous section about the 
clusters, the cluster corresponding to the current user is specified. 
3.5. Indicating the most similar users to the current user 

After clustering users in the clusters, in this step, the ratings of the current user must 
be approximated.  To do so, first, we must determine the cluster in which the user is.  
After specifying the cluster, the k users who are the most similar to the current user are 
identified, and then, based on the average of their ratings, the rating of the current user is 
approximated.  The process of calculating the similarity criteria between two users in the 
proposed model is accomplished using Euclidean distance in (11): 

 
(11) 
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a i and bi show similar features for two users, and  determines the size of the problem 
aspects, and r refers to the aspects which are affecting the calculation of the similarities 
[39]. Furthermore, for finding the most similar users to the current user, it is possible to 
use the k-NN algorithm. 
3.6. Recommending items to the current user 

After that, the current user is put in his cluster, and the most similar neighbors are 
found, the items are sorted based on the similarity and the level of ratings.  Then, based 
on the number of suggested items to similar users, the items are recommended to the 
current user.   
3.7. Evaluating the suggested method:   

After the ratings of the current users to the recommended items are calculated using 
the k-nearest neighbor algorithm, the evaluation metrics for the suggested algorithm 
should be calculated, i.e. accuracy, recall, the error level.  

4. Simulation  

The simulation phase of the model consists of preparing a system for running the 
methodology based on a dataset and observing how it works. 
4.1. System specifications 

All simulations and case studies have been done on a system with a 2.53 GHz 
processor, 4 GB of RAM, and Windows 10 operating system. MATLAB programming 
language and simulation environment have been used to simulate the suggested 
algorithm.  
4.2. Dataset description 

This dataset is taken from the MovieLens 3 . The file contains 1000209 records 
including 943 users and 1682 movies, which users rated in 2000. All the ratings are in 
ratings.dat file that is defined as the following structure: 

UserID: MovieID: Rating: Timestamp 

Information of the users exists in the Users.dat file, which is shown as below: 
UserID: Gender: Age: Occupation: Zip-code 

The age range of the users is according to Table 1: 
Table 1: The age ranges of the users  

Age range Shown number Age range Shown number 
Under 18 1 18 - 24 18 

25 - 34 25 35 - 44 35 
45 - 49 45 50 - 55 50 

Older than 56 56     

The Occupation parameter indicates the occupation of the user, which is specified as 
Table 2: 

 

                                                 
3 https://grouplens.org/datasets/movielens 
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Table 2: The occupation of the users 

Occupation status  Indicating number Occupation status Indicating number 

other 0 educator 1 
Artist 2 admin 3 

college 4 Customer service 5 
doctor 6 managerial 7 
farmer 8 homemaker 9 

K-12 student 10 lawyer 11 
programmer 12 retired 13 

sales 14 scientist 15 
self-employed 16 technician 17 

Tradesman  18 unemployed 19 
writer 20   

The information of the movies exists in the Movies.dat file, and each movies’ 
information is shown in the format below:  

MovieID::Title::Genres 

Regarding the explanation given for the dataset, in this paper, a dataset including 943 
users who have seen 1682 movies and rated them is used.  Considering the given ratings 
to the movies by different users, a rating matrix consisting of n user and m movies is 
created, which each cell of this matrix is the rating given by the user to that particular 
movie. This matrix is created using the rating that users give to movies in the MovieLens 
website to different movies.  
4.3. Simulating the suggested algorithm: 

In the first step of simulating the suggested algorithm, the best number of clusters must 
be determined using the silhouette value [40]. The calculation of silhouette value is 
performed on the selected dataset. To do so, we start from value 2 and repeat it for the 
other cluster numbers until 10, and finally, we compare the obtained silhouette values.  
Accordingly, the Z, which gives the highest value of silhouette, is chosen as the best 
value.  Table 3, shows the number of Z and the value of silhouette for each Z:    

Table 3: The values of the silhouette for Z 

Z value Silhouette value Z value Silhouette value 
2 0.2357 3 0.2505 
4 0.2104 5 0.0514 
6 0.1198 7 0.0455 
8 0.0201 9 0.0349 

10 0.0531   

Considering Table 3, for Z=3 we have the highest value of silhouette, and therefore 
Z=3 is chosen as the best value for clustering the dataset. In the next step of simulation, 
we apply the suggested algorithm on the dataset and analyze the results. Table 4 will 
specify the input values for the suggested algorithm.  

Table 4: Input values for the suggested algorithm  

variable value 
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number of clusters 3 
Number of users 943 

Number of movies 1682 
The number of neighbors 4 to 64 

Number of recommendations 20 
Number of repetitions 100 

Population size 10 

The dataset is categorized into 3 clusters. The number of users is 943, and the number 
of movies is 1682.  When the current user logs in the system and gets categorized in a 
cluster, using the K-nearest neighbor algorithm, we determine the best neighbors for the 
current user, and based on these users, movies are suggested to the user. The number of 
recommendations to the current user is 20.  The size of the population in the differential 
evolution clustering algorithm is 10, and the number of repetitions in this method is 100.  

5. Evaluation and Results  

After executing the clustering application, which is specified in Table 4, the clustering 
is done, and the Best value is shown in Figure 2. 

 
Figure 2: The value of Best for each repetition of the suggested algorithm  

Regarding Figure 2, the Best value in each repetition is shown.  This value shows the 
inner cluster distance, which is reduced in each repetition, and this reduction process is a 
favorable result for the suggested algorithm. The Mean vector shows the middle of 
distances in each cluster after each repetition of the algorithm.  After finishing the 
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execution of the suggested algorithm, for example, for user number 3, the 
recommendations are as Table 5:  

Table 5: The recommendations for user number 3 

Column 1 to 12 
1       2       4       6       7       8       9       10       11       12        13        14 

Column 13 to 20 
15       16       17       19       22       23       24       25 

These recommended movies have the highest ratings from the users most similar to 
user number 3.  The reason for most of these ratings is that the most similar neighbors to 
the current user are specified.  Then, the recommendations based on the movies that 
neighbors have watched and rated the highest, are made to the current user. After 
executing the suggested algorithm, in this section, the evaluation metrics such as 
Accuracy (14), error, the RMSE (13), and MAE (12) should be calculated and analyze 
the results. To evaluate the suggested method, these metrics are used: 

MAE shows the average difference between the real value and predicted value which 
is explained by Eq. 12:  

 
(12) 

Valueactual shows the real rating of the user to the item and valuepredicted shows the 
suggested rating by the recommender system. 

RMSE shows the average difference between the real value and predicted value and is 
explained by (13): 

  

 
(13) 

Accuracy is one of the most important factors in decision-making systems algorithms 
which are calculated as (14):  

 
(14) 

First, the error average of the recommendation made by the recommender system is 
calculated, and then this value is subtracted from the value 1, which gives us the accuracy 
measure. Table 6, shows the results of the evaluation:  

Table 6: The results of the evaluation 

Metric Value 
Accuracy 0.73943 

Error 0.26057 
RMSE 1.1473 

MAE  1.5289 

In this paper, using the holdout categorization method, a part of records (50%) is 
considered for the training and the other part (50%) to test the suggested model [41]. 
Therefore, to explain the outputs of the program using the test records of a running 
program is shown in Figure 3 which are divided into 9 groups of 50:     
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Figure 3: Program outputs using the test records 

Moreover, as observable in Figure 3, as the records are different in each category, from 
category 6, the Accuracy has increased. In categories 1 and 3, the Accuracy of 
recommendations to users has increased, and this value is reduced in categories 2,4,5.  
The reason for this increase and decrease could be similar neighbors to the new user and 
the movies that these neighbors have watched and are suggested to the current user.  The 
graph in Figure 4, shows the error metric for the different numbers of records. This 
criterion is calculated by subtracting the Accuracy from 1.  As an example, for accuracy 
of 0.731, the error value is 1-0.731=0.269.  



Increasing the Accuracy of Recommender … A. Pazahr 
 

52 
 

    
Figure 4.  The error graph for different number of test records 

As seen in Figure 4, by increasing the records of the dataset, the error value is increased 
at first and then decreased, which shows that the recommendations error to new users in 
the system is increased at first and then decreased by having the correctly suggested 
movies.  The horizontal axis shows the number of records in groups of 50.  Figure 5 shows 
the MAE.  

 
Figure 5. MAE for different repetition of the records of the test dataset 



Journal of Advances in Computer Research  (Vol. 11, No. 3, August 2020) 41-59 
 

53 
 

As seen in Figure 5, by increasing the number of records in the test dataset, the factor 
of MAE of the suggested program is increased at first and then decreased which means 
that the movies suggested to the users of the primitive categories have an increasing error 
rate, and film suggested to the latter categories are more accurate, and this has led to error 
reduction.  The graph in Figure 6, correctly shows the RMSE.  

    
Figure 6. The RMSE for different repetition of the records of the test dataset 

As seen in the graph in Figure 6, the RMSE at first increased by adding the records of 
the test dataset and then reduced.  The reason is that the moves suggested to the users of 
the first categories have more error levels, and movies suggested to the late categories 
have less error level. After analyzing the results of simulating the suggested algorithm, in 
this step, the results were compared to the “K-means and PSO” and “K-means and 
Genetics” on the dataset. Table 7 shows the comparison: 

Table 7: Comparing the suggested algorithm to the other algorithms based on MAE 

Factor Number of 
neighbors 

K-means 
and PSO 

K-means and 
Genetics 

Proposed 
method 

MAE 

4 0.91022 0.90795 0.906 
8 0.85972 0.85665 0.85481 

16 0.83373 0.82467 0.81573 
32 0.8069 0.81285 0.8022 
64 0.79725 0.8121 0.79453 

The graph in Figure 7 shows this comparison in a better way.   



Increasing the Accuracy of Recommender … A. Pazahr 
 

54 
 

 
Figure 7. The comparison of MAE factor for different methods 

As seen in Figure 7, the MAE for the different number of neighbors is less than and 
more optimized than the other methods presented in Table 7.   

Table 8: Comparing the suggested algorithm to the other algorithms based on the RMSE 

Factor Number of 
neighbors 

K-means 
and PSO 

K-means and 
Genetics 

Proposed 
method 

RMSE 

4 1.1839 1.1838 1.1822 
8 1.13 1.1363 1.1354 

16 1.1207 1.12 1.1197 
32 1.0998 1.1061 1.0599 
64 1.0868 1.0996 1.0749 

Figure 8, shows the comparison of the RMSE for suggested and other methods based on 
the results of Table 8: 
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Figure 8. Comparison of the RMSE for the proposed and similar methods 

As seen in the graph in Figure 8, the RMSE for the suggested method is less and more 
optimized than the other methods. A comparison of the accuracy of the proposed method 
to the other researches based on the number of neighbors has been shown in Table 9. 

Table 9: Comparing the accuracy of the suggested algorithm to the other methods 

Factor Number of 
neighbors 

K-means 
and PSO 

K-means and 
Genetics 

Proposed 
method 

Accuracy 
(Neighbor) 

4 0.2012 0.2013 0.2141 
8 0.24945 0.2497 0.2601 

16 0.31355 0.3099 0.31628 
32 0.35235 0.34345 0.3664 
64 0.35935 0.3435 0.36425 

Figure 9, clearly shows the comparison graph of the suggested method of other methods: 
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Figure 9. Comparison of accuracy for the suggested method and the other methods 

As seen in Figure 9, the accuracy factor for the different number of neighbors is more 
and more optimized than the other methods.  

6. Conclusion and Future works 

In this paper, a method for increasing the accuracy of the recommender systems was 
presented using a combination of K-means and differential evolution algorithms. The K-
means algorithm specified the most suitable recommendations for the current user 
considering the other users' interactions. For optimizing the user clustering, the 
differential evolution algorithm was utilized. The inner cluster distance was reduced in 
each repetition, and this reduction process was a favorable result for the suggested 
algorithm. Using the differential evolution algorithm in the recommender systems, the K-
means clustering algorithm was improved. The current model was compared with two 
similar methods which were the algorithms using "K-means and PSO" and "K-means and 
Genetics" in terms of three evaluation metrics including MAE, RMSE, and Accuracy. 
The results showed that not only the accuracy of recommendations in the proposed model 
was increased in each category of neighbors using the combination of the differential 
evolution and k-means algorithms, but also the MAE and RMSE were decreased in 
comparison with the similar methods. Briefly, an average increased accuracy of the 
proposed method was 0.01. 

The current research proposes an algorithm to increase the accuracy of the generated 
recommendations so that the users can be more satisfied with the recommendations 
because such recommendations can be closer to the users' preferences using the proposed 
method. As a result, the applications which use these recommender systems can fascinate 
the users more efficiently and it can be led to more attraction of audiences and clients. 
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Therefore, the related businesses using the suggested algorithm can be more successful 
in e-commerce and e-marketing with more sales. Such recommendations can provide 
value-added services along with more sales diversity and competitive pricing. 
Furthermore, the advertisement can be more accurate and targeted. 

Since the biggest challenge of using the recommender systems is that these systems 
are not currently able to give the best recommendations with the highest accuracy, by 
considering the mentioned description about the suggested method and stating the pros 
and cons of these methods, some suggestions for further future researches could be made:  

• Using other evolutionary algorithms such as grey wolf or dragonfly to replace the 
differential evolution algorithm for increasing the accuracy and speed of clustering. Each 
one of these algorithms has advantages that could be used to improve the suggested 
system.  

• Using a neural network to reply faster to the current user based on analyzing the 
ratings of the previous users in the system to replace with the k-nearest neighbor 
algorithm.  The neural network can be used to increase the response speed of the 
recommendation generation process for the users. The neural network can increase the 
speed of the recommender system by training via the existing data.  

• Using other similarity matrix measurements to increase the accuracy of the 
recommender systems.  

• To determine the similarity level of the current user to the previous users in the 
clusters to increase the accuracy of clustering and accordingly the accuracy of the 
generated recommendations, some similarity calculation formulas via different ways 
could be provided.  
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