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ABSTRACT: 

During peak demand hours, hydroelectric energy is one of the most significant sources of energy. Power sector 

restructuring has increased competition among the country's electricity providers. Estimating the future price of energy 

is critical for producers in order to enhance investment profit and make better use of resources. One of the most 

significant technologies of artificial intelligence, Artificial Neural Networks (ANN), has various applications in 

estimating and forecasting phenomena. Combining artificial intelligence models with optimization models (e.g. 

Artificial Bee Colonoy [ABC]) has recently become quite popular for improving the performance of artificial 

intelligence models. The goal of this study is to look at the effectiveness of ANN and ABC-ANN models in forecasting 

the dispersed and sinusoidal data of Angola's daily peak power price. The findings reveal that in this case study, the 

employment of the ABC-ANN model is not superior to the ANN model and has not resulted in enhanced performance 

and forecasting of power market data. As a result, the R2 of the ANN and ABC-ANN models is 0.88 and 0.85, 

respectively. 
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1.  INTRODUCTION 

In recent years, the structure of the electricity 

industry has changed. when the electricity market was 

launched, its exclusive structure has turned into a 

competitive structure  [1]. In this market, traders present 

offers to buy and sell electricity to the market one or 

more days in advance, and according to these offers, 

electricity market transactions take place [2]. In these 

conditions, electricity price forecasting is not only 

essential in pricing, but also plays an essential role in 

finding the optimal operation strategy by power plant 

operators [3].  

The results of the research conducted using the 

available data of the Angolan electricity market 

regarding the analysis of the pricing pattern of 

production units and its effect on the market price, show 

that most of the production units use only one or two 

power blocks for pricing in the market and about 15% of 

them, in a smart move, have dedicated a part of their 

power blocks to identifying the market [4]. Also, the 

comparison of the distribution of the total power blocks 

based on the price in different hours shows that the 

pricing behavior of about one third of the production 

units in the base load is uneconomical or too cautious 

[5]. 

The results of the research conducted in accordance 

with the methodology of time series analysis with a 

focus on Artificial Bee Colony (ABC) models regarding 
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electricity market prices show that these models have a 

good efficiency in risk management in this field [6]. The 

statistical characteristics and their capability in 

evaluating and estimating the prices of the electricity 

market show that with the current conditions of the 

electricity market, information asymmetry plays a lesser 

role and standard GARCH models provide the best 

simulation [7]. 

The use of wavelet transform and a combination of 

neural network (ANN) and fuzzy logic, the use of 

wavelet transform and a combination of fuzzy neural 

network in order to provide a short-term prediction 

model of electricity price in a competitive market have 

been used by Singh et al [8]. The use of the Bayesian 

deep learning in the field of forecasting the electricity 

markets, shows that the predictive method is one of the 

most suitable price forecasting techniques [9]. Daily 

price of electricity with improved neural network based 

on wavelet transform and chaotic gravitational search 

method shows the high ability of this algorithm in better 

prediction compared to existing methods [10]. Also, the 

obtained results show that the electoral algorithm is very 

successful in sorting the divided data from the wavelet 

transform. 

The results of the research conducted through neural 

network models and the combination of neural network 

and optimization algorithm for simulating precipitation 

and river runoff show the superiority of ABC-ANN 

algorithm over ANN algorithm [11]. 

The purpose of this study is to examine the methods 

that have been recently presented in order to improve the 

performance of the ANN model and their application in 

predicting the daily peak price of electricity, in such a 

way that the parameters of the ANN are once using the 

optimization model (ABC) and once again with the use 

of the particle swarm genetic algorithm, model is 

estimated and finally the performance of two ANN and 

ABC-ANN models has been compared. 

 

2.   METHOD 

In this study, in order to predict the daily peak price 

of electricity, the ANN model was used, and in order to 

improve the performance of the ANN model and 

estimate its parameters, ABC optimization models were 

used. 

 

2.1.  Artificial Neural Network 

ANN consists of artificial neurons. A neuron or a 

node is the smallest unit of information processing that 

forms the basis of the functioning of neural networks 

[12]. Each of the neurons receives the inputs and 

produces an output signal after processing them. Fig. 1 

shows the structure of a single input neuron, where the 

numbers p and a are the input and output of the neuron, 

respectively [13]. 

 
Fig. 1. Single input neuron model. 

 

The effect of p on a is determined by the value of w. 

The other input is a constant value of one, which is 

multiplied by b and then added to wp. The resulting n is 

also a transformation function. In this way, the output of 

the neuron is the net sum of the input and f can be 

defined as Equation 1. 

 

𝑎 = 𝑓(𝑤𝑝 + 𝑏) (1) 

 

Parameters w and b are adjustable and the driving 

function f is also selected by the designer and new 

learning algorithm, parameters w and b. They are 

adjusted based on the choice of f [14]. To create a 

suitable and efficient network, paying attention to the 

training parameters of the network such as determining 

the input and output variables, choosing the appropriate 

size for the training, and testing data, initializing the 

weights of the network, paying attention to the practical 

parameters such as the accuracy of the network and, 

paying attention to the design neural network are 

essential such as determining the input and output 

neurons to be used, the number of hidden layers to be 

used and the number of neurons to be used in each 

hidden layer [15].  

 

2.2.  Artificial Bee Colony Algorithm 

The ABC optimization method was introduced by 

researchers inspired by particle  swarm optimization 

method [16]. In this study, the ABC algorithm has been 

considered in solving the optimization problem, i.e. 

finding the location and the amount of electricity prices. 

The reason for using this algorithm is that the number of 

control parameters is less than other algorithms such as 

genetic algorithm [17]. In addition to the general 

parameters of the population size and the limitation of 

the maximum number of calculations, there are three 

other control parameters, namely the marriage rate, the 

mutation rate, and the generation gap. In the particle 

accumulation method, the control parameters of 

cognitive factor, cumulative factor and inertia weight are 

more than two general parameters that must be 

determined before implementing the program [18]. This 

weakness is more or less visible in other algorithms. In 

the ABC algorithm there is only one other control 

parameter. This parameter, which determines the limit to 

the completion of the algorithm, is the number of 
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attempts without improvement in the answers and the 

search is stopped after the specified number of 

repetitions. Therefore, compared to other met 

exploration algorithms, the honey bee algorithm is 

simple and flexible [19]. 

The ABC algorithm was first proposed by the 

researchers in 2005 to solve the optimization problem, 

and further modifications were made on it [20]. In this 

method, which is based on the intelligent collective 

behavior of bees to find the nectar of flowers, bees are 

divided into three groups: workers, spectators and 

scouts. Every bee that goes in search of food is 

considered a worker [21]. 

The onlookers in the hive wait to receive the 

information that the worker bee has brought to the hive 

about the food to use in the next search. The scout bee is 

one of the hands that randomly explores the space 

around the hive to find nectar. 

Each food source is considered as a solution to solve 

the optimization problem. The quality of this answer is 

evaluated based on the amount of nectar in the food 

source. In the bee optimization method, half of the bees 

are assumed to be workers and go looking for food [22]. 

It is also assumed that the number of food sources is the 

same as the number of worker bees. If the quality of the 

food source is not recognized after several attempts, that 

source will be removed in the next search and the worker 

bee will become a scout and will search for a new 

random space ABC. 

      Like other optimization methods, the method is 

based on iteration. According to the bee algorithm, the 

three required parameters are: 

 a) The number of initial population is twice the number 

of food sources 

 b) Search limiting parameter if the quality of the answer 

does not improve. 

 c) Limiting the maximum number of calculations. 

If we assume that it is the number of sources, the 

same number should be considered for worker bees or 

scout food NF, which is also half of the hive population. 

In the problem of this research, which is the detection of 

structural failure, the goal is to reach the correct value of 

the length vector of the solution (the number of members 

of the structure), while D is the number of the population 

that searches the response space for the optimal solution 

every time. The iterative process of the bee algorithm 

until reaching the optimal solution can be explained as 

following [23]. 

1-The initial population )X1,X2,...,XNF( is formed for the 

initial and random search, so that each of its components 

is the possible vector of the answer to the problem, that 

is, X = )X11,X12,..., XiD(   whose components are 

determined from the Equation 2. 

 

𝑋𝑖𝑗 = 𝑋min 𝑗 + rand[0 1](𝑋𝑚𝑎𝑥𝑗 − 𝑋min 𝑗)

𝑗 = 1,2, … , 𝐷𝑖 = 1,2, … , 𝑁′
 (2) 

Rand [0 1] is a random number with uniform 

distribution in the range of zero to one, 𝑋min 𝑗 and 

𝑋𝑚𝑎𝑥𝑗are the upper and lower limits of the answers to 

the problem, in the present problem, the value zero 

means the member without failure and the value one 

means complete failure. In order to prevent the solution 

from diverging due to the instability of the structure, the 

upper limit value is always smaller than one goal. After 

the initial population is produced, the quality of each 

food source is calculated 

2-Each worker bee searches the neighborhood of the 

found food source to find a new food source using the 

Equation 3. 

 

𝑋𝑖𝑗
𝑛𝑒𝑤 = 𝑋𝑖𝑗 + 𝜑𝑖𝑗(𝑋𝑖𝑗 − 𝑋𝑘𝑗)

𝑗 = 1,2, … , 𝐷𝑘 = 1,2, … , 𝑁𝐹𝑗 ≠ 𝑘
                                       (3) 

 

𝜑𝑖𝑗  is a random function in the interval between -1 and 

1 and with a uniform distribution. 

3- After moving to a new food source that is located in 

the neighborhood of the old source, if the quality is equal 

or better than the previous source, the new source will 

replace the old source. 

4- After completing the search, the probability of each 

answer is calculated using the Equation 4. 

 

P𝑖 = Fit𝑖/∑  𝑁𝐹
𝑁=1 Fit                                                           (4) 

 

In this regard, the quality of the food source, Fit𝑖, is 

defined by the Equation 5. 

 

Fit = {

1

1+𝑓𝑖
    f𝑖 ≥ 0

1 + |f𝑖|    f𝑖 < 0
                                                       (5) 

 

      f𝑖 Is the objective function value for food source i. 

5- At this stage, the new population of worker bees 

leaves the hive based on the relationship (7) and based 

on the quality of the food source obtained in the previous 

stage, and based on the criteria presented in the third 

stage, a decision is made regarding choosing a new 

source or continuing to work with the same old sources. 

6- As the quality of the food source did not improve after 

several specific repetitions, this source will be removed 

as a valuable source and a new source will be replaced 

based on the relationship (6) and the scout bees will start 

looking for another point. 

9- If the search process has reached its end based on the 

specified limit, the best answer will be reported, 

otherwise the algorithm will reach the second stage. A 

relationship to determine the limiting parameter has 

been proposed by researchers and colleagues, which is 

the product of the number of sources (MCN = NF × D). 

During the response vector, the damage indices ABC of 

the members are expected to be determined in such a 

way as to minimize the vector to F (β). In other words, 
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the vector (βT= β1, β2... βme) is such that F (β) should be 

the minimum. 

In this section, the effectiveness and accuracy of the 

bee algorithm to solve the optimization problem of are 

examined. The computer code in MATLAB is expanded 

based on the bee algorithm. Usually, the minimum 

colony population is twice the parameters of each 

problem.  

 The maximum number of attempts of the worker 

bees that do not lead to a better result is introduced as 

the limitation of the algorithm. According to the 

analysis, it is clear that the limit of 100 numerical 

repetitions is appropriate and in any of the executions, 

the program will not be stopped based on the limit 

number. The considered limitation in cases where the 

dimensions of the structure are large can reduce the 

ineffective repetitions, which results in faster reaching 

the final answer. 

The suggestion given for the numerical number of 

repetitions in the bee algorithm was large for this 

example, so according to the convergence of the 

answers, this number was reduced to 200 after several 

analyzes. 

According to the ABC algorithm, the calculation of 

the objective function in each analysis step is equal to 

the number of bee colonies or twice the number of food 

sources.  

 

2.3.  ANN Training using ABC Optimization 

Algorithms 

Optimization variables in training a network are 

weights and biases related to the network. In this article, 

the optimal value of the variables is obtained by the ABC 

algorithm. The work process is as follows: first, the 

optimization algorithm considers random values for the 

vector coefficients of the weights and biases of each 

neuron. The neural network is executed for parameters 

equal to the variables of these vectors and the error 

obtained from each execution is considered as the fitness 

of the vector of the variables of that network. In the next 

step, the variables are updated based on the Equations 8 

and 9 of the optimizer algorithm [24]. 

 

Min ∑𝑖=1
𝑛  (𝑦𝑖,𝑎𝑐𝑡 − 𝑦𝑖,𝑒𝑠𝑡)

2                                                        (8) 

 

𝑦𝑖, est = 𝑓(𝐴𝐵𝐶 − 𝐴𝑁𝑁OR𝐴𝐵𝐶),                                     (9) 

 

     where 𝑦𝑖,𝑎𝑐𝑡  is observational data and 𝑦𝑖,𝑒𝑠𝑡  is 

estimated data by the optimization algorithm. This 

training process continues until the termination 

condition is satisfied. When the training process is 

finished, the weights are used to calculate the error for 

the training patterns. Then a set of weights is used to test 

the network using test patterns [25]. 

Numerical optimization techniques can be used to 

solve problems with the inverse analysis approach, such 

as the problem of structural damage detection. In recent 

years, natural science researchers have found out that 

their collective behavior has been a smart and cheap 

solution; providing them with a fee to find the way or 

food. Based on this, the researchers of engineering and 

mathematics sciences, inspired by this collective 

behavior, have developed numerical optimization 

methods that can be used in solving complex and 

expensive optimization problems. Fig. 3 shows the 

convergence of the results using ABC method after 

about 200 repetitions. 

 

 
Fig. 2. The convergence of the ABC method for the 

normalized cost function.  

 

3.  RESULT AND DISCUSION 

In this research, a two-brain perceptron network with 

one hidden layer with 15 neurons and one output layer 

with one neuron has been used once with Multi Layers 

Perceptron (MLP) training algorithm and once with 

ABC algorithm. 

 The sigmoid tangent function for the hidden layer 

and the linear function for the output layer are 

considered as the transformation function. The input 

data has been divided into two parts, 80% of which are 

used for training, and 20% of which are used for testing. 

 It is worth mentioning that the input data to these 

algorithms is the price of electricity in the past periods 

of time, in other words, these algorithms will predict the 

price of electricity in the future by using the price of 

electricity in the past periods of time. 

The simulation results of ANN simulation for the 

whole data are shown in Fig. 3. In this figure, the value 

of the regression coefficient and the mean square error 

have been calculated, which shows the efficiency of the 

model in predicting the cost of energy. Considering that 

the simulation result is usually based on the test data, as 

can be seen in Fig. 3-b, this model has correlation 

coefficient (R), Mean Squared Error (MSE), and 

coefficient of determination (R2) of 0.98, 0.0014, and 

0.88 respectively. Therefore, it can been seen that the 

ANN model has a suitable ability to predict future when 

information is available. 
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Fig 3. a) The comparison of the time series of the 

read data and ANN forecasted b) The scatter plot of the 

real data and ANN forecasted. 

 

The simulation results for the whole data of ABC-

ANN model are shown in Fig. 4. The statistical results 

of model for R, MSE, and R2 are 0.90, 0.0019, and 0.85, 

respectively. 

 

 

 
Fig 4. a) The comparison of the time series of the 

read data and ABC-ANN forecasted b) The scatter plot 

of the real data and ABC-ANN forecasted. 

 

Table 1 summarizes the results of the two mentioned 

methods, as it can be seen the ANN method has 

relatively better results than the ABC-ANN method. The 

unit of MSE in Table 1 is Thousand dollars per megawatt 

hour. 

 

Table 1. Comparison of ANN and ABC -ANN 

methods 

 ANN ABC-ANN 

 R MSE R2 R MSE R2 

Total 
0.9

5 
0.0014 

0.8

8 

0.9

0 
0.0019 

0.8

5 

Training 
0.9

8 
0.0006 

0.9

1 

0.9

3 
0.0011 

0.8

7 

Test 
0.8

9 
0.0023 

0.8

4 

0.8

8 
0.0029 

0.8

1 

 

The reason for the superiority of ANN method over 

other methods can be attributed to the complete and 

correct training of ANN. As explained in the materials 

and methods section, the success of the ANN method 

depends on the correct and complete training, and this is 

done by choosing the right number of layers, the right 

number of nodes in the layer, choosing the right transfer 

function and also the right ratio of the number of training 

data, testing and the validation is in such a way that the 

network does not suffer from the problem of over-

education even though it is fully trained. 

 

4.  CONCLUSION 

Recently, many studies have been conducted on 

improving the performance of ANN models using 

optimization models, and in most of the studies, the 

superiority of combined optimization and ANN models 

has been reported. Considering the importance of 

electricity price forecasting in the planning of 

hydroelectric power plants, in this article price 

forecasting using two methods of neural networks, the 
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combination of ABC-ANN has been discussed. The 

results show that the neural network method has better 

accuracy than other methods. The reason for this issue 

can be attributed to the complete and correct training of 

the ANN model in a way that it has been more successful 

than other models even in predicting sinusoidal data 

such as the daily peak electricity price. In other words, 

this research shows that it is not possible to conclude the 

weakness of the ANN model based on only superficial 

training for ANN and its comparison with hybrid 

models. Perhaps, if the ANN model is trained with the 

number of nodes, the number of neurons, the training 

method and appropriate functions, it will be so accurate 

that there is no need to use optimization models to 

improve its performance. 
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