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Abstract 

This paper aims to study the appropriate data mining method to extract the rules from a data set and examining the benefits of 

using the cuckoo algorithm to extract association rules and compare the execution time of the cuckoo algorithm and genetic 

algorithm (GA). Therefore, an algorithm is proposed that includes two parts: preprocessing and mining. The first part presents 

the procedures related to the calculation of cuckoo fit values and in the second part of the algorithm, which is the main 

achievement of this research. Support and confidence of the best position can show the most confidence and least support. 

These mining results can be used to continue mining the association rules. The proposed algorithm is based on the cuckoo 

search. It hides the sensitive relationship rules with a lower time cost and, at the same time, controls the peripheral effects of 

non-sensitive rules in a better way. This aim is achieved using recurring to the objective function. The GA is set to be the 

evaluation criterion to show the prominence of the proposed method. In this method, we compare the speed of the cuckoo 

algorithm with the genetic algorithm, which uses genetic evolution as a problem-solving model. In general, it is an algorithm 

based on repetition, most of its parts are selected as random processes, and these algorithms are part of the fitting function. It 

was chosen as a criterion and we paid. It is scientifically proven that the cuckoo algorithm outperforms the GA in the execution 

time. 
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1. Introduction 

Data mining is an effective method for 

improving decision-making. Many different 

organizations and institutions apply data mining to 

extract helpful information and detect latent patterns 

in their data sets. These applications turned data 

mining into a promising procedure. Association 

Rules Mining (ARM) is an important data mining 

method that extracts common prevalent data from 

transactional and relational databases to reveal their 

latent dependencies. The focus of the ARM is to find 

repetitive items to enable researchers to predict the 

frequency of an item set depending on the frequency 

of another item’s frequency in a transaction. The 

ARM is used in multiple applications including 

privacy-preserving [1], text document ranking [2], 

and risk recognition [3] and transaction data sets 

since 1993 [4].   

Our aim in this article is to extract the 

relationship rules from the transactional data sets 

and compare the execution time of the association 

rules in data mining for the cuckoo search algorithm 

and the GA. Data mining is a technology that uses 

modelling methods and mathematical algorithms, 

and machine learning methods to detect unknown 

and valid patterns in a massive data set. Although 

this technology is nascent, many companies and 

organizations including retailers, banks, medical 

centres, manufacturing factories, telecommunications, 

and government institutions use data mining tools to 

analyse their data and detect helpful information and 

knowledge from them (Rao, 2003). Data mining 

could extract information from databases that cannot 

be achieved through queries and logs. The explosive 

growth of data stored in databases has created the 
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need for new technologies that can intelligently 

transform huge amounts of data into useful 

knowledge. Data mining finds the latent patterns in 

an existing data set semi-automatically (Han, 2005). 

This technology is different from the other methods 

of data analysis, in which the system generates 

patterns from the initial inputs. Data mining extracts 

important statistical events and structures from 

massive data sets using algorithmic tools, patterns, 

variations, anomalies, and rules (Grossman, 1999). 

It can be said that data mining detects the latent 

information and relations among current data, and 

predicts the unknown or unseen relations among 

them. Mining operation requires data pre-

processing. The pre-processing operation includes 

two parts: information reduction and data 

summarization and generalization. Reduction means 

capturing a smaller set from initial data in such a 

way that mining on the resulting set yields almost 

the same results as the mining operation on the 

initial data (Hen, 2007). After performing 

information reduction and elimination of unrelated 

features, the summarization and generalization of 

the data should be performed. Databases often 

include low-level information; therefore, 

summarizing such a big data set and representing it 

as a general concept is crucial. In data 

generalization, numerous database records are 

represented conceptually at a higher level. The aim 

objective of this research is: 

− Main objective: Comparing the execution time 

of the association rules in data mining for the 

cuckoo search algorithm and the GA. 

− Secondary objective: investigating the 

execution time of the cuckoo and the GA. 

2. Research method  

A transaction data set consists of a series of n 

transactions 𝐷𝐴 = (𝑎1, 𝑎2, … , 𝑎𝑛) .Each 

transaction is a set of items). 𝐼𝐵 = (𝑏1, 𝑏2, … 𝑏𝑚) 

transaction is a pair of an item set and an exclusive 

transaction identifier: (𝑇𝐼𝐷, 𝑆). If  𝑆𝑢𝑝𝑝 (𝑆)  ≥  𝑇𝑠, 

where 𝑇𝑠 is the support threshold defined by the data 

mining section, item 𝑋 will be considered repetitive. 

The 𝑆𝑢𝑝𝑝 (𝑆)  is the support of the item-sets and 

indicates the times item-set X occurred in the data 

set. A rule is presented as 𝑆 ⇒  𝑄  wherein S and Q 

are two separate sets from the items. The  𝑆 ⇒
 𝑄  rule indicates that 𝑆 entails another 𝑄  in an 

identical transaction with a certain confidence. 

Consider the transactions that occurred in a 

supermarket as an example of a real scenario where 

the shopping list equals a transaction. If a customer 

buys “egg” and “cheese”, he or she certainly buys 

“milk” — the probabilistic relationship rule 𝑀𝑖𝑙𝑘 ⇒
{𝑒𝑔𝑔, 𝑐ℎ𝑒𝑒𝑠𝑒}. More precisely, 𝑄 ⇒ S  is 

considered as a relationship rule if  𝑐𝑜𝑛𝑓 (𝑆 𝑈 𝑄)  ≥

 𝑇𝑐 and  𝑆𝑢𝑝𝑝(𝑆𝑈𝑄) ≥ 𝑇𝑠. We define 𝑐𝑜𝑛𝑓 (𝑆 𝑈 𝑄)  

as the confidence of S ⇒ Q, that is the support ratio 

of the rule to the left-hand side of(𝑆 𝑈 𝑄)  =

 𝑆𝑢𝑝𝑝 (𝑆 𝑈 𝑄)/𝑆𝑢𝑝𝑝(𝑆). The 𝑇𝑠 is the confidence 

threshold defined by the data mining section. The 

support and confidence thresholds, 𝑖. 𝑒. , 𝑇𝑠 and 𝑇𝑐, are 

generally related to the transaction group, utilizing 

the extraction results, and the size of the set. The 

ARM is the most effective method for extracting the 

latent patterns and relationships between the items. 

Personal information – which is often latent in the 

data set – may be disclosed following performing a 

reciprocal analysis of the numerous related data sets. 

Sensitive information disclosure is one of the main 

side effects of this process. Therefore, privacy has 

become a vital issue confronting the research 

society. Today, the association rules are applied on 

a vast scale, providing numerous algorithms to 

extract the relationship rules. The cuckoo search 

algorithm is used in this research. The cuckoo 

algorithm is capable of performing in both discrete 

and continuous spaces. It converges very fast 

(Mareli and Twala, 2018) [20]. On the other hand, 

the significant role of cuckoo search in optimization 

problems has ignited this research to use it to mine 

the association rules using the cuckoo algorithm. 

In computer science and operations research, 

a genetic algorithm (GA) is a metaheuristic inspired 

by the process of natural selection that belongs to 

the larger class of evolutionary algorithms (EA). 

Genetic algorithms are commonly used to generate 

high-quality solutions to optimization and search 

problems by relying on biologically inspired 

operators such as mutation, crossover and selection. 

In a genetic algorithm, a population of candidate 

solutions (called individuals, creatures, organisms, 

or phenotypes) to an optimization problem is 

evolved toward better solutions. Each candidate 

solution has a set of properties 

(its chromosomes or genotype) which can be 

mutated and altered; traditionally, solutions are 

represented in binary as strings of 0s and 1s, but 

other encodings are also possible. The evolution 

usually starts from a population of randomly 

generated individuals, and is an iterative process, 

with the population in each iteration called 

a generation. In each generation, the fitness of every 

individual in the population is evaluated; the fitness 

is usually the value of the objective function in the 

optimization problem being solved. The more fit 

individuals are stochastically selected from the 

current population, and each individual's genome is 

modified (recombined and possibly randomly 

mutated) to form a new generation. The new 

generation of candidate solutions is then used in the 

next iteration of the algorithm. Commonly, the 

algorithm terminates when either a maximum 
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number of generations has been produced, or a 

satisfactory fitness level has been reached for the 

population. This research aims to propose an 

optimal method using the cuckoo algorithm to 

improve the association rules factors. The GA is 

selected to be compared as the criterion. Table 1 

shows 24 relationship rules. These rules resulted 

from a prediction data mining algorithm. If rule 

{i}⇒{c,e} is selected as a sensitive rule, then the 

victim item would be (e); because it has lower 

support in comparison to (c): 𝛼(𝑒) = 5, 𝛼(𝑐) = 6. 

3. Data set description 

Three data sets are used in this research for the 

experiments. Table 2 describes the data sets: 

Mushroom, Mobile and Chess. Two of the data sets 

are from the learning repository machine learning. 

These data sets are originally produced and 

described in the source. There are six feature 

variables and one class variable in the chess data set. 

The second data set Mushroom comprises 8114 

records, each of which indicates a single mushroom. 

The other 22 columns indicate the other different 

features like the colour, shape, habitat, cloak shape, 

size, and colour of gills. The third data set Mobile is 

massive; therefore 5001 random transactions are 

selected to be studied. This data set included 16 

columns, each of which is a feature like location, 

performance and so on. 

4. Genetic algorithms 

The concept of GA is aimed to imitate the 

natural changes that occur in living ecosystems, 

which is social systems, evaluate the psychological 

consequences, and model the variable methods. 

Holland pointed out that Goldberg had significantly 

contributed to the widespread usage of GA by 

demonstrating that a large number of problems can 

basically be solved by utilizing the GA methods. 

According to, GA is a widely popular search and 

optimization method for resolving highly intricate 

problems. The success of its methods has been 

proven in areas involving machine learning 

approaches. A complete description of the actual 

coded GA is provided in this section. Figure 1 

provides the flowchart of the standard GA.features 

such as the implementation of the fitness function 

are shown. Below is the description of the standard 

GA procedure: Initial population. This entails the 

possible solution for set P, i.e., a series of random 

generations of real values, P = {p1, p2, …, ps}. 

Evaluation (calculate the fitness value). The fitness 

function must be delineated in order to evaluate each 

chromosome in the population, characterized as 

fitness = g(P). Selection. Following the fitness value 

calculation, the chromosomes are arranged by their 

fitness values.  

                      

Fig. 1. Flowchart of the standard genetic algorithm (GA) 

Table.1. 
Relationship Rules - Confidence coefficient - Association rules 

Association rules Confidence factor 

{i} ⇒ {c} 80% 

{i} ⇒ {e} 80% 

{e} ⇒ {i} 80% 

{e} ⇒ {c} 80% 

{k} ⇒ {c} 75% 

{r} ⇒ {c} 100% 

{u} ⇒ {e} 100% 

{f} ⇒ {k} 75% 

{k} ⇒ {f} 75% 

{f} ⇒ {s} 75% 

{s} ⇒ {f} 75% 

{k} ⇒ {s} 75% 

{s} ⇒ {k} 75% 

{i} ⇒ {c, e} 80% 

{e} ⇒ {i, c} 80% 

{i, c} ⇒ {e} 100% 

{i, e} ⇒ {c} 100% 

{c, e} ⇒ {i} 100% 

{f} ⇒ {k, s} 75% 

{k} ⇒ {o, s} 75% 

{s} ⇒ {o, k} 75% 

{o, k} ⇒ {s} 100% 

{o, s} ⇒ {k} 100% 

{k, s} ⇒ {f} 100% 

Table.2. 
Data sets description 

Trades Length Transactions Items Data set 

37 3169 75 Chess 
16 5001 5251 mobile 

23 8114 119 Mushroom 

Initial population 

Calculate the fitness value 

Selection 

Crossover 

Mutation 

Result  

Begin 

Are termination 

criteria satisfied? 

N 

Y 
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The selection of parents is then entailing two parents 

for the crossover and the mutation. Genetic 

operators. Once the selection process is complete, 

the parents’ new chromosomes or the offspring (C1, 

C2) are created by utilizing the genetic operators. 

The new chromosomes (C1, C2) are then saved into 

children population C. This process involves the 

crossover and mutation operations. The crossover 

operation is applied to exchange information 

between two parents, which were selected earlier. 

Several methods of crossover operators are available 

such as single-point, two-point, k-point crossover, 

arithmetical crossover... etc. While in the mutation 

operation, the genes of the crossed offspring’s 

chromosomes are changed. Likewise, several 

methods are available for the mutation operator.  

  
Fig. 2. Chromosomal coding association 

5. Proposed algorithm 

The proposed algorithm includes two parts: 

pre-processing and mining. The first part involves 

the relevant procedures to calculate the cuckoo fit 

value. Therefore, the data are transmitted and stored 

in binary format This approach can speed up the 

database scanning operation and makes backup and 

reliability selection easier and faster. Then a cuckoo 

search space is set using the IR value of the item set 

It uses the cuckoo algorithm in extracting the 

association rule and calculating the IR value, which 

is also present in chromosomal coding. The purpose 

of this action is to generate more meaningful 

association rules and IR analysis avoids searching 

for too many association rules that are meaningless 

item sets in the cuckoo evolution process. This 

method deals with the points of the front and back 

parts of each chromosome, and the range decided by 

these two points is called IR. It is shown in the 

following equation. 

 
IR = [log(mTransNum(m)) +

log(nTransNum(n))]
Trans(m,n) 

TotalTrans
    

m < n  and m ≠ n  

(1) 

 

The second part of the algorithm, which is the 

main contribution of this research, uses the cuckoo 

algorithm to mine the association rules. First, we 

start with cuckoo encoding. According to the 

definition of exploring associative rules, the 

intersection of the associative rule of the itemset X 

with itemset Y,x→y Items that appear in itemset X 

do not appear in itemset Y and vice versa. Hence, 

front and back points must be given for chromosome 

coding, the itemset before the partition point is 

called itemset X, the itemset between the front and 

back partitions is called the Y itemset. String coding 

is the chromosomal coding method used in this 

study. In this example, the highest value of 

IR,"𝐼𝑅{2" → "5}" It means the lowest point of the 

front partition, and the most rear partition points are 

2 and 5, respectively. This stage is like the 

chromosome encoding in the GA. In this study, the 

fit value is used to evaluate the importance of each 

particle. The fit value of each particle is obtained 

from the fit function Here, we use the objective 

function presented by Kang to determine the value 

of the fit function of the study with the Eq.2. 
𝐹𝑖𝑡𝑛𝑒𝑒(𝑘)
= 𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒(𝑘)𝑋 log(𝑠𝑖𝑝𝑝𝑜𝑟𝑡(𝑘)𝑋 𝑙𝑒𝑛𝑔𝑡ℎ(𝑘)
+ 1) 

 

(2) 

Fit (k) is equal to the fit value of the associative 

rule of type k. The confidence (k) is equal to the 

confidence of the associative rule of type k. Support 

(k) is equal to the true support value of the 

associative rule of type K. The length (k) is equal to 

the length of the associative rule of type k. The 

purpose of this function is to maximize the fit. The 

greater the support and certainty of the particle, the 

greater the associative power and it means that it is 

an important associative rule. Support, reliability 

and item set length in equal must be calculated 

before calculating the fit value. The next stage is to 

generate a population of cuckoos according to the 

calculated fitness value. Finally, the search 

procedure continues until the stopping criterion is 

met which means the optimal habitat is found, i.e., it 

shows the least support and the most confidence. 

Therefore, these parameters can be used to extract 

the association rules and valuable information. 

Figure 3 shows the structure of this algorithm. 
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Fig. 3. Proposed algorithm for ARM 

6. Proposed model 

Table 3 shows different confidence thresholds 

in the association rule extraction stage. 

Table.3. 
The experimental adjustments of data sets 

Data set Sensitive Association Min 

confidence 

chess 72 7177 94% 

62 6145 95% 

45 4435 96% 
41 4081 97% 

mushroom 50 4949 45% 

45 4402 50% 
40 3937 55% 

36 3535 60% 

20 2092 40% 

mobile 19 1984 50% 

18 1801 50% 

15 1580 70% 
13 1333 80% 

12 1246 90% 

 

First, the data mining algorithm is applied to 

these data sets using different values of support and 

confidence thresholds. Then, 1% of the resulting 

rules are randomly selected as sensitive rules. 

Finally, two algorithms were used to hide the 

sensitive data, and the following results were 

produced. Multiple experiments are performed for 

each data set, in which the sensitive rules were 

always set to 1% and were selected randomly each 

time. Table 3 shows different confidence thresholds 

in the association rules extraction stage. The 

following charts indicate the proposed cuckoo 

search algorithm outperforms the GA. The 

execution time of both of the algorithms is drawn 

against the confidence threshold for the data sets. 

The execution time is the time an algorithm spends 

executing a program. This incremental confidence 

threshold decreases the sensitive rules; it is clear that 

the proposed algorithm spends less time over all data 

sets in any conditions compared to the GA.  

 

 

Fig. 4. Mushroom data set 

 

Fig. 5. Chess data set 

 

Fig. 6. Mobile data set 

Database 

Transmitting binary data 

IR calculation 

Population generation 

Cockoo search alg 

Finding the optimal habit as the 

optimal condition 

Sup and co encoding, nf 

calculation  

Fitness value cal 

Encoding 

Result of ARM 
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The above charts compare the execution time 

for the Mushroom data set (figure 3), Chess data set 

(figure 4), and Mobile data set (figure 5). The 

experiments show that the proposed algorithm is 

faster than the GA. The performance improvement 

is shown in table 4. 

Table.4. 
Performance improvement 

Improvment 

Time 

Max Mobile Chess Mushroom 

81% 48% 70% 81% 

 

7. Conclusion 

In this research, we have developed a new 

algorithm based on cuckoo-search and a method for 

improving associative rule factors with the cuckoo 

algorithm that of the cuckoo to extract the 

associative rule and we used a module to extract the 

best fit value. In order to demonstrate the superiority 

of our approach, Genetic algorithm was chosen as 

the criterion. The process of this algorithm was very 

similar to the genetic algorithm but the presented 

procedures only include coding, calculate the fit 

value, population production, searching for the best 

model, and they were a stop condition. Each of these 

steps in the cuckoo algorithm and the process of 

generating associative rules was explained that 

incremental confidence thresholds it leads to a 

reduction in the number of sensitive rules and it is 

clear that there is less execution time for the 

proposed algorithm Compared to the genetic 

algorithm for all data sets required in all situations. 

we managed to achieve this by using the cuckoo 

algorithm and using return in its objective function. 

As a result, this new algorithm based on cuckoo 

search was presented to hide sensitive association 

rules with better time cost. Scientific analysis 

showed that the performance of the cuckoo 

algorithm was better compared to the genetic 

algorithm in terms of execution time. 
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